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1 Document Overview

1.1 Purpose and Scope

This document will assist customers in evaluating, testing, configuring, and enabling
Intel® Optane™ Memory, RAID 0/1/5/10, and AHCI functionality on Intel-based
platforms using the Intel® Rapid Storage Technology (Intel® RST) software for the
chipset components as listed in the product’'s Readme.txt file.

This document also describes installation procedures, caching acceleration techniques,
other Intel® RST features, RAID volume management such as creating, deleting, and

modifying volumes, common usage models, and any special notes necessary to enable
customers to develop their Intel® RST-compatible computer systems.

1.1.1 Intel® Optane™ Memory Support
e Minimum requirements

How to enable

How to manage

User pinning

1.1.2 Intel® RST Premium Feature Support
« RAID 0/1/5/10

88
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2

Intel® Rapid Storage
Technology

2.1

2.1.1

User Guide

Intel® Rapid Storage Technology (Intel® RST) provides added performance and
reliability for supported systems equipped with serial ATA (SATA) hard drives (HDD's)
and/or solid state drives (SSD’s) and PCle* AHCI/NVMe* SSD’s to enable an optimal
PC storage solution. It offers value-add features such as RAID and advanced Serial
ATA* capabilities for the Microsoft* Windows* operating systems (for detailed OS
support, review the Release Notes for each software release). Additionally, overall
system responsiveness is boosted by the Intel® Optane™ memory system
acceleration caching feature.

The RAID feature supports RAID level 0 (striping), RAID level 1 (mirroring), RAID level
5 (striping with parity) and RAID level 10 (striping and mirroring). A configuration
supporting two RAID levels can also be achieved by having two volumes in a single
RAID array that use Intel® RST. This configuration is known as a Matrix array. The
RAID capability addresses the demand for high-performance or data-redundant
desktop and mobile platforms.

The product also includes premium Intel® RST features as well as support for other
premium-platform technologies.

Overview

RAID Levels

RAID O (striping)

RAID level 0 combines two to six drives so that all data is divided
into manageable blocks called strips. The strips are distributed
across the array members on which the RAID 0 volume resides.
This improves read/write performance, especially for sequential
access, by allowing adjacent data to be accessed from more than
one hard drive simultaneously. However, data stored in a RAID 0
volume is not redundant. Therefore, if one hard drive fails, all
data on the volume is lost.

The RAID 0 volume appears as a single physical hard drive with a
capacity equal to twice the size of the smaller hard drive.

The Intel® SATA AHCI/RAID controllers with Intel® Rapid Storage
Technology allows up to six! drives to be combined into a single
RAID 0 array, providing additional scaling of storage performance.

NOTE: !The number of drives supported in a RAID 0 array is
dependent upon the chipset model. Consult the specification
for your chipset to determine the maximum number of drives
supported in a RAID array.
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RAID 1 (mirroring)

RAID level 1 combines two hard drives so that all data is copied
concurrently across the array members that the RAID 1 volume
resides on. In other words, the data is mirrored across the hard
drives of the RAID 1 volume. This creates real-time redundancy
of all data on the first drive, also called a mirror. RAID 1 is
usually used in workstations and servers where data protection is
important.

The RAID 1 volume appears as a single physical hard drive with a
capacity equal to that of the smaller hard drive.

RAID 5 (striping with
parity)

RAID level 5 combines three to six drives so that all data is
divided into manageable blocks called strips. RAID 5 also stores
parity, a mathematical method for recreating lost data on a single
drive, which increases fault tolerance. The data and parity are
striped across the array members. The parity is striped in a
rotating sequence across the members.

Because of the parity striping, it is possible to rebuild the data
after replacing a failed hard drive with a new drive. However, the
extra work of calculating the missing data will degrade the write
performance to the volumes. RAID 5 performs better for smaller
I/0 functions than larger sequential files.

RAID 5, when enabled with volume write-back cache with
Coalescer, will enhance write performance. This combines multiple
write requests from the host into larger more efficient requests,
resulting in full stripe writes from the cache to the RAID5 volume.
RAID 5 volume provides the capacity of (N-1) x smallest size of
the hard drives, where N >= 3 and <=4.

For example, a 3-drive RAID 5 will provide capacity twice the size
of the smallest drive. The remaining space will be used for parity
information.

RAID 10 (striping and
mirroring)

RAID level 10 uses four hard drives to create a combination of
RAID levels 0 and 1. The data is striped across a two-disk array
forming a RAID 0 component. Each of the drives in the RAID 0
array is mirrored to form a RAID 1 component. This provides the
performance benefits of RAID 0 and the redundancy of RAID 1.

The RAID 10 volume appears as a single physical hard drive with a
capacity equal to two drives of the four-drive configuration (the
minimum RAID 10 configuration). The space on the remaining two
drives will be used for mirroring.

NOTE: RAID 10 is currently not supported on Intel® RST PCle*
Storage member disks.

User Guide
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Typical Usage Model for RAID Levels

RAID O

RAIDO provides end-users the performance necessary for any disk-
intensive applications; these include video production and editing, image
editing, and gaming applications.

RAID 1

RAID1 provides end-users with data redundancy by mirroring data
between the hard drives.

RAID 5

RAIDS provides end-users with good performance and data redundancy
by striping data and parity across all the hard drives. The write
performance is enhanced with volume write-back cache.

RAID 10

RAID10 provides end-users with the benefits of RAID 0 (performance)
and RAID 1 (data mirroring).

Supported Platforms

Latest Platform support can always be found in the Readme file and Release Notes as
part of the driver package here:
https://downloadcenter.intel.com/download/29350/Intel®-Rapid-Storage-Technology-

Intel®-RST-Floppy-Driver-Package?v=t

Supported Operating Systems

Latest OS support can always be found in the Readme file and Release Notes as part
of the driver package here:
https://downloadcenter.intel.com/download/29350/Intel®-Rapid-Storage-Technology-

Intel®-RST-Floppy-Driver-Package?v=t

88
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Intel® RST Software
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The Intel® RST software is the major component of the Intel® Rapid Storage
Technology Suite. The software includes the Intel® RST AHCI and RAID 64-bit drivers
for supported Windows* operating systems. The driver supports several Intel® Serial
ATA AHCI/RAID controllers and will recognize each unique device ID and sub-class
code. Because of this, the driver must be installed before the Windows* operating
system is installed onto a RAID volume or a single SATA hard drive connected to the
RAID controller. The OS runtime driver, in conjunction with the Intel® Rapid Storage
Technology option ROM or the RST pre-OS UEFI driver, will provide boot capability for
all supported RAID levels. The driver, in conjunction with the Intel® RST UI, provides
RAID volume management (create, delete, migrate, etc.) within the Windows*
operating system. It also displays SATA* device and RAID volume information.
Included with the software package is the RAID monitor service that monitors and
reports various events of the storage subsystem. Other advanced features supported
include System Acceleration with Intel® Optane™ technology.

8§
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< Intel® Optane™ Memory and
Storage Management Ul

4.1 Introduction

The Intel® Optane™ Memory and Storage Management Ul is a Windows* Store app
that provides users monitoring and management capabilities for the Intel® RST
storage subsystem. It offers a wide range of monitoring and management activities
for the Intel® RST RAID subsystem. It also provides the support for all Intel®
Optane™ Memory features including File, Folder and Application pinning.

NOTES:

1. The minimum resolution supported by Intel® Optane™ Memory and Storage
Management UI is 1024x768.

2. For Windows* 10 RS4, Intel® Optane™ Memory and Storage Management UI
requires to be launch as Administrator manually by right click and select “Run
as Administrator.” This requirement does not apply for Windows* 10 RS5 and
above.

4.2 Getting Started

The Intel® Optane™ Memory and Storage Management UI software package provides
high-performance RAID capabilities for supported operating systems.

ThelIntel® Optane™ Memory and Storage Management UI requires the
Microsoft* .NET Native Framework 2.0 framework, Microsoft* .NET Native Framework
2.0 runtime and the Microsoft* VC Libs beginning with Intel® RST 17.0 HSA release.

Refer to the System Requirements and this online user's manual to set up your
system's configuration and feature support level. You can also review the Readme file
available with each driver release to learn more about the full system requirements
and RAID BIOS configuration.

4.2.1 Understanding the Application

The Intel® Optane™ Memory and Storage Management application allows you to
optimize and maintain a healthy storage system by creating volumes, customizing
performance settings and managing storage system elements. This section provides
you with a general overview of a storage system configuration and an individual
review of all the areas contained in this application.

4.2.1.1 Storage System Configuration
The storage system combines hardware capabilities with RAID technology to provide

flexible data storage units on your computer. Each data storage unit, or RAID
configuration, consists of three elements that include physical SATA disks, one or two

User Guide 13
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volumes, and one array. When at least one volume is present on the system, these
elements are represented in the storage system view of the Status and Manage areas.
In this section, we describe each of these RAID configuration elements and explain
how they relate to each other.

e Array:

An array is a collection of two or more SATA disks in a RAID configuration and is the
highest element in the hierarchy of a storage system. Once a volume is created, the
disks you used to create that volume form an array. Refer to the Creating Additional
Volumes topic for details on how you can create two volumes across the same
disks. An array can include one or two RAID volumes if the hardware allows it.

¢ Volume:

A volume is the storage area on two or more disks whose type dictates the
configuration of the data stored. If you created a volume for data protection, then
your storage system may include a RAID 1 volume spanning two SATA disks, which
mirrors data on each disk.

e Disks:

A disk (i.e., hard disk or hard disk drive) physically stores data and allows
read/write data access. If a disk is used to create a volume, it becomes an array
disk because it has been grouped with other disks to form an array.

The storage system can also include ATAPI devices, which cannot be used to create a

volume. They are a mass storage device with a parallel interface, such as CD-ROM,
DVD/Blu-ray disc, or tape drive.

Navigation

The application is organized into five main areas depicted by the top navigation
buttons: Manage, Create Volume, Intel® Optane™ Memory, Performance, Settings
and About.

Manage:

}‘ Manage

The ‘Manage’ tab has information on all the volume information along with all the
devices attached with the system. We can initialize, verify, or delete a volume from
this menu option. For more details on managing volumes, refer section 4.4.

Create Volume:

0 Create Volume

The ‘Create Volume' tab is used to created different RAID volumes. The supported
volumes are RAIDO, RAID1, RAID5 and RAID10. For more details on creating volumes,
refer section 4.5.

User Guide
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Intel® Optane™ Memory:
Intel® Optane™

(7) .
Memory

The ‘Intel® Optane™ Memory’ tab allows the user to enable, disable or manage
Intel® Optane™ memory stick attached to the system. It also provides the menu for
pinning files/folders or applications. For more details on creating, deleting or
managing Intel® Optane™ volumes, refer section 4.6.

Performance:

Performance

The ‘Performance’ tab provides the meu to disable or enable LPM (Link Power
Management). For more details on performance, refer section 4.7.

Settings:

'I:I' Settings

The ‘Settings’ tab provides a link to enable or disable Optane™ notifications in
Windows* notification settings. For more details, refer section 4.8.

About:

o About

The *About’ tab contains the version and developer information. It also provides a link
to support. For more details, refer section 4.9.

4.3 Storage System Status

Anytime Intel® Optane™ Memory and Storage Management is launched, the
application opens to the 'Manage' area. This is where the general state of health of
your storage system is reported, both in the storage system view and in details.
Depending on the status, volume creation and management options may be available
in order to enhance or repair your storage system.

4.3.1 Storage System View

The storage system view provides a visual representation of your storage system and
displays arrays, volumes, devices, and ports. Volumes and SATA disks graphics reflect
their current states, which allows you to quickly identify the element that is causing
the storage system to be in a state other than normal.

Note: Hovering over a designated element in the storage system view provides a snapshot
of its properties. Clicking allows you to access and manage its properties.

User Guide 15
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Overview of SATA disks attached:

State Description

Recommendation

B An internal SATA SSD disk is
'.d- SATA S50( connected

Intel® Optane™ is connected.

. An internal PCIe* SSD (NVMe*) or
A rciesso

A disk has been removed from a RAID
volume

An empty port

u_:‘lntc"u empty port

None

None

Connect the removed disk or add a spare
disk to start rebuilding

None

Manage

This tab gives a graphical overview of the current status of the storage subsystem of
the computer. It will display only those items that are controlled by the RST driver.

The following are displayed:

e Pass-through SATA and PCle* disks
o Empty SATA ports

e RAID volumes

e Intel® Optane™ volumes

You can click on each of the objects listed above to display more detail information
and actions associated with each item. Available actions are dependent upon the type

of object and its current usage:

e Rename volume

e Delete volume (with exception of the boot volume)

e Data verification

User Guide
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Manage Main
View

9 Create Volume

H Intel® Optane™
Memory

Performance
Q Settings
0 About

Intel® Optane™ Memory and Storage Management

Your storage system is functioning normally.
Storage System View
Click on any component below to manage it's properties.

U SATA SSD (224 GB) (System)
@ Internal empty port 1
@ Internal empty port 2
@ Internal empty port 3
@ Internal empty port 4

@ Internal empty port 5

Manage Detailed
Object View

nd Storage Managem

e Create Volume

) Intel® Optane™
Memory

Performance
Q Settings
o About

~

Your storage system is functioning normaily.
Storage System View

Click on any component below to manage it's properties.

SATA SSD (224 GB) (System) SATA (22R5B) (System)

Controller 0, Port 0
@ Port Location: Internal
Internal empty port 1 Status: Normal
Type SATA SSD
Usage: Available
Size: 224 GB
Serial number. CVCV31360AM1240CGN

@ Internal empty port 3 I} g?;i};lr:ﬁ?SDSCZCWZWAB

@ Internal empty port 2

@ Internal empty port 4 System disk: Yes
Password protected: No
Data disk cache: On

@ Internal empty port 5 Native command queuing: 32
SATA transfer rate: 6Gb/s

Physical sector size: 512 Bytes
m Logical sector size: 512 Bytes

17
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Create Volume

This tab allows for the management of RAID volumes. User has the capability to do

the following
tasks:

e Create volume (depending on RAID level the following actions are available)

— Disk selection

— Selection to reserve data on one disk

— Volume size (select a percentage to create a matrix array; 2 volumes)

— Data strip size

— Enable write back cache on the volume
— Name the volume

RAID O

1. Select type of volume to be created

Create Volume
Main View -
Select volume
type

}‘ Manage

@ Create Volume

Intel® Optane™
(3 b ~

Memory

Performance
Q Settings
o About

Intel® Optane™ Memory and Storage Management

Create Volume

Name: | yolume 0000

Select controller:

O ecie
® sama
Select volume type: %

@ Optimized disk performance (RAID Q)
O Real-time data protection (RAID 1)

O Efficient data hosting and protection (RAID 5)

e

O Balanced performance and data protection {RAID 10)

Proposed Configuration

Protection
Performance
Capacity

Combine two or more disks to
create a volume where data is
broken down into stripes that are
distributed across all disks.
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2. Select drives to be included in the volume
Create Volume
Main View -

Intel® Optane™ Men

Select disks A Manage Create Volume
i Reoposcl Confperston
SATA disk on Controller 0, Port 0 (224 GB) (System)
(5 'ntel® Optane™ 3 /| SATA disk on Controller 0, Port 2 (56 GB) e mes i
56 GB = i
Memaly SATA disk on Controller 0, Port 3 (932 GB) J Type RADD
~/ | SATA disk on Controller 0, Port 5 (56 GB) U R
56 GB
Keep the data from one of selected disks?
@ No
Performance Volume Size: 112 GB
0 Settings
0 About Data stripe size: | 64kB bt

Enable volume write-back cache

3. Create the volume
Create Volume
Main View -
Create volume A Manage Create Volume

e Create Volume Review the selected configuration. This process could take a while Proposed Configuration

depending on the number and size of the disks. You can continue

Intel® Optane™
a, P A using other applications during this time. U - volume_0000
Memory o Type: RAIDO
WARNING: Gompleting this action will permanently delete existing 112GB
data on the fllowing disks. Back up data before continuing. U 56 GB

./ Delete data on:
SATA disk on Controller 0, Port 2 (56 GB)
SATA disk on Controller 0, Port 5 (56 GB)

Performance

Q Settings
=
o About
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Intel® Optane™ Memory and Storage Management UI

4. Volume is created and can be seen under manage tab

Create Volume
Main View -
volume created

e Create Volume

® na
i Intel® Optane’
Memory

Performance
Q Settings
o About

Intel® Optane™ Memory and Storage Man

Status

Your storage system is functioning normally.
Storage System View
Click on any component below to manage it's properties.

SATA_Array_0001
[ ]
 SATA (56 GB)

¥ saTA (56 GB) N

'J SATA 55D (224 GB) (System)

U SATA hard disk (932 GB)

a PCle Intel* Optane™ Memory (27 GB)
e Internal empty port 1

@ Internal empty port 4

volume_0000
Type: RAID 0
112GB

agement

RAID 1

1. Select type of volume to be created

Create Volume
Main View -
Select volume
type

Intel® Optane™ Memory and Storage Management

> Manage

e Create Volume

@ Intel® Optane™ A
Memory

Performance
Q Settings
o About

Create Volume

Name: | yolume 0000

Select controller:

O rce
(® sata

Select volume type:

O Optimized disk performance (RAID 0)

@ Real-time data protection (RAID 1)

O Efficient data hosting and protection (RAID 5)

O Balanced performance and data protection (RAID 10)

=N

Proposed Configuration

Protection

Performance Ik

Capacdity

Combine two disks 1o create a
volume where each disk stores an
exact copy of the data and
provides real-time redundancy.
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2. Select drives to be included in the volume
Create Volume
Main View -

Select disks & Manage Create Volume
Select array disks : i
e eate Volume Proposed Configuration
% SATA disk on Controller 0, Port 0 (224 GB) (System)
(A D /| SATA disk on Controller 0, Port 2 (56 GB) e G
pciBory /| SATA disk on Controller 0, Port 3 (932 GB Type: RAID 1

56 GB

SATA disk on Controller 0, Port 5 (56 GB)

Keep the data from one of selected disks?

(®)_Yes: SATA disk on Controller 0. Port 2 (56 GBY
Performance O no

Q Settings
“ About

Volume Size- 56 GB

Enable volume write-back cache

Initialize volume

3. Create the volume
Create Volume
Main View -
Create volume /& Manage Create Volume

Create Volume Review the selected configuration. This process could take a while Proposed Configuration

- = depending on the number and size of the disks. You can continue
(7 Intel® Optane A using other applications during this time.

Optane™ Mem nd Storage Manage

.. - volume_0000
Memory s ce Type: RAID1
WARNING: Completing this action will permanenily delete existing 56 GB

data on the following disks. Back up data before continuing.

i/ Delete data on:
SATA disk on Controller 0, Port 3 (932 &B)

Performance

0 About
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4. Volume is created and can be seen under manage tab
Create Volume
Main View -

Your storage system Is functioning normally.
e Create Volume

Intel® Optane™ Memory and Storage Management

Storage System View B
Intel® Optane™
@ A Click on an t below t it rti
Memow y component Delow to manage it's properties.
SATA_Array_0000
L volume_0000
U SATA (56 GB) [ oo
56 GB
[ ]
Performance U’ SATA (932 GB)

Q Settings
O rbout

U SATA S5D (224 GB) (System)

U SATA S5D (56 GB)

,E' PCle Intel? Optane™ Memory (27 GB)
e Internal empty port 1

© internal empty port 4

4.5.3 RAID 5

1. Select type of volume to be created

Create Volume
Main View -

Intel® Optane™ Memory and Storage Management

Select volume & Manage Create Volume
type Name: | volume 0000 X
e Create Volume = Proposed Configuration
7 Intel® Optane™ N Protection
Memory Select controller N I
Performance QO rece Performance
© sam |
Q Settings Select volume type: Capadity
0 About O Optimized disk performance (RAID 0) _
Real-time data protection (RAID 1) Combine three or more disks to

create a volume that uses striping
with parity to maintain data
redundancy. This allows you to
replace a disk without

interruption.

@,,,Eﬁﬁ:ie|1t,s:lata,nusungﬂnn,pmticnnn,iRAle?
O Balanced performance and data protection (RAID 10)
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2. Select drives to be included in the volume

Create Volume
Main View -

Optane™ Men

Select disks & Manage Create Volume
e EEEE L
SATA disk on Controller 0, Port 0 (224 GB) (System)
(7 'nel® Optane™ v -/ SATA disk on Controller 0, Port 2 (56 GB) — volume 0000
56 G8 mes
Memory /| SATA disk on Controller 0, Port 3 (932 GB) J Type RAIDS
Performance /| SATA disk on Controller 0, Port 5 {56 GB) .d_ R
) Keep the data from one of selected disks?
Q Settings Br.. o
® no 56 GB
@ ~vout Volume Size: 112 G8

Data stripe size: | 128kB ~
Enable volume write-back cache

Initialize volume

3. Create the volume
Create Volume
Main View -
Create volume / Manage Create Volume

Review the selected configuration. This process could take a while e

depending on the number and size of the disks. You can continue

Optane™ Memr d Storage Manageme

(H Intel® Optane™ v using other applications during this time. P volume_0000
Memory U s6cs Type: RAIDS
WARNING: Completing this action will permanently delete existing 112GB
Performance data on the following disks. Back up data before continuing.

./ Delete data on:
SATA disk on Controller 0, Port 2 (56 GB)
SATA disk on Controller 0, Port 3 (932 GB)
About SATA disk on (unlrc&er 0, Port 5 (56 GB)

e [ v

Settings

e
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4. Volume is created and can be seen under manage tab
Create Volume
Main View -

Your storage system is functioning normally.
& Create Volum{y

o) Intel® Optane’

Intel® Optane™ Memory and Storage Management

Storage System View

™

Memory hd Click on any component below to manage it's properties.
SATA_Array_0002

Performance ATy 5

] volume_0000
) SATA (56 GB] h
L Settings U (56 8 Type:RAID 5
112GB

[

O 2bout U SATA (832 GB)

U sata 6 cB

.U’ SATA SSD (224 GB) (System)
a PCle Intel® Optane™ Memory (27 GB)
@ Internal empty port 1

@ Internal empty port 4

4.5.4 RAID 10

1. Select type of volume to be created
Create Volume
Main View -

Select volume A Manage Create Volume

Intel® Optane™ Memory and Storage Management

I7. Intel® Optane . Protection
Memory Select controler: |
Performance Q ece Performance
@ sama |
a Settings Select volume type: Capacity
o About O Optimized disk performance (RAID 0) _
ou i
O Real-time data protection (RAID 1) Combine four disks to create a

volume where two sets of striped
data store an exact copy of all the
data. This is best for high-load
databases.

O Efficient data hosting and protection (RAID 5)
{®)_Balanced performance and data protection (RAID 10}

N
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2. Select drives to be included in the volume

Create Volume
Main View -
Select disks

& Manage

e Create Volume

7 Intel® Optane™
Memory

v

Performance
0 Settings
0 About

Optane™ Memory and Storage Mal

Create Volume

Select array disks :
SATA disk on Controller 0, Port 0 (224 GB) (System)
+/ SATA disk on Controller 0, Port 1 {112 GB)
+/| SATA disk on Controller 0, Port 2 {56 GB)
+| SATA disk on Controller 0, Port 3 (932 GB)
i/ SATA di‘i} on Controller 0, Port 5 (56 GB)

Keep the data from one of selected disks?
® o

Volume Size: 112 GB

Data stripe size: | 64kB v

Enable volume write-back cache

Coa |

[ ] P volume_0000

J 12ce Type: RAID 10
112GB

U 56 GB

3. Volume is created and can be seen under manage tab

Create Volume
Main View -
Create volume

nd Storage Managem

Vs Manage

Create Volume

7 Intel® Optane™
Memory

v

Performance
'u Settings
o About

Create Volume

Review the selected configuration. This process could take a while
depending on the number and size of the disks. You can continue
using other applications during this time_

WARNING: Completing this action will permanently delete existing
data on the following disks. Back up data before continuing.

/| Delete data on: b
:  SATA disk on Controller 0, Port 1 (112 GB)
SATAisk on Controller 0, Port 2 (56 GB)
SATA disk on Controller 0, Port 3 (932 GB)
SATA disk on Controller 0, Port 5 (56 GB)

e

Proposed Configuration

[ volume_0000
J Type: RAID10
112 GB

25




m ®
l n tel Intel® Optane™ Memory and Storage Management UI

4. Volume is created and can be seen under manage tab

Create Volume
Main View -

Your storage system is functioning normally.
e Create Volume

Intel® Optane™ Memory and Storage Management

Storage System View
) Intel® Optane™

Memory e Click on any component below 1o manage it's properties.
SATA_Array_0003
Performance AR
. volume_0000
Q Settings U sailymz o Type: RAID 10
112 GB
@ oot Y sam 5 G0

U sata (@32 eg)

U sata 56 cB)

U SATA SSD (224 GB) (System)
ﬂ PCle Intel® Optane™ Memory (27 GB)

@ Internal empty port 4

4.6 Intel® Optane™ Memory

This tab allows for the management of an accelerated Intel® Optane™ memory
volume. There is a graphical view of the Intel® Optane™ memory volume and its
member disks. User can click on either object in the volume and the UI will display
detailed information associated with the object.

Actions available to the user are:
e Enable acceleration

e Disable acceleration
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4.6.1
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Enabling Intel® Optane™ Memory Volume

Intel® Optane™
Memory Main
View

}‘ Manage
e Create volume

Intel® Optane™
Memory

Performance
ﬁ Settings
o About

Intel® Optane™ Memory and Storage Management
Status
Disabled

Select fast Intel® Optane™ memory drive:

32 GB Intel® Optane™ Memory (Controller 13, Port 0) v

Select a compatible drive to be accelerated:

INTEL HBRPEKNX0203A (Controller 14, Port 0) (SYSTEM) v

T <-

Starting with Intel® RST driver version 17.8.0.1034 and UI version 17.8.1001.0 or
later, for the Intel® Optane™ memory H Series (Example: Intel® Optane™ Memory
H10), Intel® Optane™ Memory and Storage Management UI will present a Mode

selection screen.

Intel® Optane™
Memory Mode
Selection for
Intel® Optane™
Memory H Series
Only

}‘ Manage

e Create volume

Intel® Optane™

@ Memory

Performance
ﬁ Settings
0 About

v

Intel®® Optane™ Memory and Storage Management

Choose mode for Intel Optane Memory

Please, select mode in which your Intel Optane Memory Volume will be
created:

@ Performance Mode;

This mode is recommended to enhance the performance of the
selected storage drive.

Note: Manual pinning of files/folders/fapplications to Intel®
Optane™ memory is not available in this mode.

O Responsiveness Mode:

This mode is recommended to use manual pinning of files/folders/
applications to Intel® Optane™ memory.

For more information:
http://www.intel.com/support/optane-memor
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Intel® Optane™
Memory Enable
Verify View

Intel® Optane™ Memory and Storage Management UI

Intel® Optane™ Memory and Storage Management

/& Manage Intel® Optane™ Memory Status

WARNING: This process will erase all data on Intel® Optane™

9 Create Volume memory module. Please back-up any data on this module before

continuing.
Intel® Optane™ ~ &
Memory NOTE: This process WILL NOT erase data on any other drives in your
system.

[
L/| Erase all data on Intel® Optane™ memoal’fmodule.

performance =N
ﬂ' Settings
0 About

Intel® Optane™
Memory Restart
after Enable

Intel® Optane™ Memory and Storage Management

& Manage Restart Is Required

To work with Intel® Optane™ memory, restart is required.
e Create Volume P Y 4

Intel® Optane™ 4 Resfg.rt
Memory

Performance
Q Settings N
0 About
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Intel® Optane™
Memory Status

View & Manage Intel® Optane™ Memory Status
9 Create Volume Intel® Optane™ memory is enabled and accelerating your system
® Optane™ i
P Intel® Optane’ e
Memory

Total Installed System Memory
Pin Files and Folders
56 GB = 32GB Intel® Optane™ Memory + 24 GB RAM

N T IJ@‘i}telS Optane™ Memory Volume Configuration

Performance
i PCle Intel® Optane™ Memory (27 GB)

Q Settings Firmware: K4110400
o About U SATA 55D (224 GB)
Firmware: 400i

Usable Drive Capacity:- 224 GB

Module Usage @

=

Il systemfiles 0168
Il  User pinned files 0GB
Il Top accessed content 54GB

Unused space 18GB

Intel® Optane™ Memory Module Usage info in Intel® Optane™ Memory tab shall
present 3 categories of items:

Category Metric Tool Tip Text

Auto-managed/system files — This portion is not available for

Auto-managed/ GB (% of total) end user pinning, it is automatically controlled and managed by

System files the driver
User-pinned User-Pinned Content — This portion is available for end user
contegt GB (% of total) pinning, it represents content currently pinned by the end user

or enabled applications.

Unused Space - This portion is available for end user pinning.
Unused Space GB (% of total) It is auto-managed by the driver and may not represent all
space available for end user pinning.
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Starting with Intel® RST driver version 17.8.0.1034 and UI version 17.8.1001.0 or
later, for Hybrid Intel® Optane™ drive (Example: Intel® Optane™ Memory H10),
Below is the status screen when the end user select “Performance Mode”.

Intel® Optane™
Memory Status
View for Intel®
Optane™ Memory
H Series
(Performance
Mode)

Intel® Optane™ Memory and Storage Management

& Manage Intel® Optane™ Memory Status
e Create volame Intet* Optane™ memory is enabled and acoelerating your system.
T
= =
Memaor

Total Installed System Memory

Pinning feature not
available in Performance
mode

48 GB = 32 GB Intel* Optane™ Memary + 16 GEHA

Intel® Optane™ Memory Volume Configuration

Performance
a Settings
e About

comfsuppertioptane-memory
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4.6.2 Disabling Intel® Optane™ Memory Volume

Intel ne™ : ;
tel® opta_ € Intel® Optane™ Memory and Storage Management
Memory Main ; -
View # Manage Intel* Optane™ Memory Status
ﬂ Creste volume IrtEl® Optane™ mémory B enablid and scoslerating
Intel® Optane™ ~
Memary
Total Installed System Memory
Pin Files and Folders
126 GB = 110 GB Intel® Optane™ Memory + 16 GB RAM
e o Intel® Optane™ Memory Volume Configuration
Performance
Q ﬁnlhn(_;;
ﬂ About
Usable Doive Capacity. | 932 GB
Module Usage @
|
- Auto fuystorn files ABEGA  (441%)
H vssi-pinn riteri 0GE il ]
InLised Space 614G {55 9%
Optimization Schedule @
Last Optimization  8/25/20019 346 AM
Mt Oiptlmiration 8730/2010 200 AM
™
Intel® Op'_:ane R i@ Intel® Optane™ Memory and Storage Management
Memory Disabling
status View A Manage
a Create Volume
7 Intel® Optane™ ¥ %

Memory

Performance
a Settings
0 About

Preparing system ...
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Also, under this tab are two subtabs:

4.6.3

4.6.3.1

4.6.3.2

32

Intel® Optane™ Memory and Storage Management UI

Intel® Optane™
Memory Restart
View

/" Manage

0 Create Volume

Intel® Optane™
Memory

Performance
a Settings
o About

~

Intel® Optane™ Memory and Storage Management

Restart Is Required

To stop working with Intel® Optane™ memory, restart is required.

=3

User Pinning of Files/Folders/Applications

Limitations

The following objects as seen on the Windows* desktop cannot be pinned:

Quick Access
This PC

Any disk’s Root directory (e.g. Local Disk (C:))

Control Panel
Libraries folder
Network objects

Recycle Bin

Minimum Requirements

The minimum requirements to support the User Pinning feature are as follows:

¢ Intel® Optane™ memory capable motherboard

e Intel® Core™, or Pentium processor
e Intel® 300/240 Series Chipset Family

User Guide
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e 32GB or larger Intel® Optane™ memory module installed in a PCH HW remapped
port.

e Windows* 10 64bit (RS3 or later) installed
e Intel® RST 16.x PV or later release installed

e System Acceleration with Intel® Optane™ Memory enabled

4.6.4 Pin Files and Folders

Note: Pinning is not available for 16GB memory module SKUs and for data drive acceleration
(DDA). This tab allows the user to select files or folders to pin for acceleration

Intel® Optane™ Memory and Storage Management

Intel® Optane™
Memory Pin Files & Manage Pinned Files and Folders
and Folders View

Pinning files and folders ensures they will always benefit from the speed and responsiveness of Intel® Optane™
e Create Volume msmcfy . v P o o

Intel® Optane™
(4 = ~

Memory Files and Folders can be pinned or unpinned using the buttons below.

Note: Pinning or unpinning a folder will affect the contents inside.
Pin Files and Folders
|-

Pin Applications

U?.‘.’-.[.‘.h
Performance
Q Settings
o About
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™ Intel® Optane™ Men ge Management
Intel® Optane
Memory Currently | ./ wanage Pinned Files and Folders
Plnned FlleS and e Create Volume Pinning files and folders ensures they will always benefit from the speed and responsiveness of Intel® Optane™
= memory.

Folders View el Do

nte tane™

7 B N
Memory Files and Folders can be pinned or unpinned using the buttons below.

Note: Pinning or unpinning a folder will affect the contents inside
Pin Files and Folders
n C\Users\HSA_RS5

Pin Applications

Desktop
Performance Pictures

Q Settings [
0 About

4.6.5 Pin Applications

This tab allows the user to select applications to pin for acceleration.

Intel® Optane™ Intel® Optane™ Memory and Storage Management
Memor rrentl . o
_e ory Current Yy y Manage Pinned Applications
Pinned
= = = Pinning applications ensures they will always benefit from the speed
Appllcatlons VIeW e Create Volume and responsiveness of Intel® Optane™ memory.
® ™
7 Intel® Optane ~
Memory Applications can be pinned or unpinned using the buttons below.

Pin Files and Folders

%
B SetupOptaneMemory

Performance
G Settings
0 About
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4.7 Performance

This tab allows for the enablement/disablement of Link Power Management (LPM) of
SATA devices.

Optane™ Me d Storage Managem

Performance

A& Manage Configure power and performance settings

Link Power Management

@ ) Dpisabled

(7 Intel® Optane™
N Vemory Link Power Management helps the SATA device save power during idie
Y time when there is no 1/O activity or when devices are absent or

unused.
Performance <

Q Settings
o About

e Create Volume

A

4.8 Settings

We can use this tab to change notification settings. The link in these settings will open
the Windows* notification center to change Notification settings for Intel® Optane™
Memory Storage and Management UI.

Intel® Optane™ Memory and Storage Management

Settings tab -
Notification
Settings and
Automatic rebuild | @ creste volume

/& Manage Notifications settings

Current Windows notifications settings status: Enabled

Disabling toast notifications for Intel® Optane™ Memory and Storage
Iz Intel® Optane™ M[:gagement will prevent display of all notifications for this application.
Memory "
Change settings
Performance

Automatic rebuild on hot plug

O about @ ) Diszbled

Automatic rebuild on hot plug support allows you to automatically start
the rebuild process of a degraded volume by hot-plugging a compatible
disk in the same location as a failed or missing array disk

| WARNING: Any existing data on the hot plug disk will be permanently
deleted as 500N as the Migration process starts. Back up data before
hot-plugging the disk.

User Guide 35



4.9

36

Intel® Optane™ Memory and Storage Management UI

Notification
settings in
Windows*

Intel® Optane™ Memory and Storage Management

A& Man St

a Creaf

& Home Notifications & actions
Intel
D Ve e ac
| Find a setting | Quick actions
Perfq
System Press and hold _(or sel(_ect) quick acFions, then drag to rearrange
them. These quick actions appear in action center.
L3 Display
@ o 8 @ & Inf?dw
ea
43 Sound Tablet mode  Network All settings sharing
oe i D ks
I L[] Notifications & actions
Airplane mode  Location Focusassist  Brightness
2 Focus assist k3 * & =
Night light Bluetooth WEN ject
' Power & sleep 829 = =
':IE (l|=) @
Mobile
= Storage Connect hotspot Wi-Fi
[ Tablet mode Add or remove quick actions
St Multitasking
Notifications
&1 Projecting to this PC

Show notifications on the lock screen

About

This tab allows you to get version information about the App and contact Intel® help

and support.

About the
Application

Intel® Optane™ Memory and Storage Management

/& Manage Intel® Optane™ Memory and Storage Management

Product Version: 17.09231.0
Driver Version - 17.0.0.1051
Copyright ©® 2018
A For help and support visit http//intel com/support/optane memory.

9 Create Volume

7 Intel® Optane™
Memory

led Performance o
e Additional components

G Settings NLog for NET Platform Standard 1.3 5.0.0-beta11
Copyright {c) 2004-2016 Joroslow Kowalski, Kim Christensen, Julian
e About S Verdurmen

BSD 3-clause "New" or "Revised” License view full text

Autofac 462
Copyright © 2015
MIT License vien

utofoc Contributors
| text

JsonNET NET Standard 2.0 11.0.2
Copyright © James Newton-King 2008
MIT License view full text
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4.10

Note:

4.10.1

User Guide

Additional Operations in Intel® Optane™ Memory
and Storage Management Ul

These features apply to all combinations of Intel® RST 17.x and above.

Adding Disk to Array

You can add one or more SATA disks to an existing array to increase the system
storage capacity. This feature can be useful if you want to change to a volume type

that requires additional disks.
This option is only available if:

e A RAID 0 and/or RAID 5 volume is present,

e One or more SATA disks are connected to the computer and available,

e The available disk matches the internal or external connection type of the existing

array disks.

You cannot add an external disk to an array that includes internal disks, and vice

versa.

This action can also be performed from Manage Volume.

1. Under 'Status' or 'Manage', in the storage system view, click the array to which
you want to add a disk. The element properties are now displayed on the left.

2. Click Add disk.

Select the option
to add disk to a

volume. @ Create Volume

7 Intel® Optane™
Memory

A4

Performance
O Settings
o About

Intel® Optane™ Memory and Storage Management

Your storage system is functioning normally.
Storage System|View
Click on any component below to manage it's properties.
SATA_Array 0001

SATA_Array_0001

volume_0000
Size:2 TB
Available space: 3 MB

volume_0000
Type:RAID 0
278

U sama e32 cn)

a sk cache: Enabled

U SATA (932 GB)

!J SATA 5D (224 GB) (System)
!J SATASSD (1126G8)
!J SATA hard disk (932 GB)

@ Internal empty port 3
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3. Select the disk you want to use to increase the array capacity.

Add disk to the
volume

e Create Volume

Intel® Optane™
Memory

Performance
ﬁ Settings
0 About

Intel® Optane™ Memory and Storage Management UI

Intel® Optane™ Memory and Storage Management

Select array disks :

/' SATA disk on Controller 0, Port 2 (932 GB)
/' SATA disk on Controller 0, Port 4 (932 GB)
L/ SATA disk on Controller 0, Port 5 (932 GB)

N

WARNING: Completing this a&on will permanently delete existing
data on the disk. Back up data before continuing.

@ once the migration is complete, you will need to restart your
computer for the operating system to recognize the new volume
size. Also, you will need to extend the existing partition or create a
new partition to utilize any new volume space, using Windows Disk
Management*

o You can continue using other applications during this time.

et | o

More help

4. Click Add Disk.

Disk added to the
volume

e Create Volume

7 Intel® Optane™
Memory

Performance
Q Settings
0 About

Your storage system is functioning normally.

Storage System View

Click on any component below to manage it's properties.

SATA_Array 0001
U sara (032 c8)
U sama (@32 o8

U SATA (932 GB)

R satass (224 6B (system)
[ satasso(i1zeg)

@ Internal empty port 3

volume_0000

Type:RAID O
2TB

Status: Migrating 0%
System volume: False
[xpitialized: Yes

Delete volume

Type: RAID O

Size:2 TB
Cache mode Read only

Data stripe size” 64kB
Physical sector size” 4096
Logical sector size: 512

Caution: Once the data migration starts, the operation cannot be canceled.

5. Once the migration has completed, restart your computer for changes to take
effect. Then use Windows* Disk Management* to increase the partition size on the

volumes for which a disk was added or add another partition.
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4.10.2 Creating Matrix Array

You can create a Matrix array as well. This feature can be useful if you want to have
multiple RAID configurations in a single array.

This action can also be performed from Manage Volume.

1. Under 'Status' or 'Manage', in the storage system view, click the array to which
you want to add another RAID configuration. The element properties are now
displayed on the left.

2. Click Create additional volume.

Intel® Optane™ Memory and Storage Management

Select the option

add Itlonal Your storage system is functioning normally.
’ e Create Volume
volume’ to a RAID Storage System View
7 Intel® Optane™ v
Volume. a4 Memory Click on any component below to manage it's properties.

SATA Array 0003
Performance ATy | SATA_Array_0003

volume_0001
Size:2 TB
Available space: 948 GB

[ volume_0001
. U SATA (932 GB]
L settings J ©: ) Type: RAID 0
915GB

© 2bou U sama 2 ) .
Data disk"tache: Enabled

U saTASSD (224 GB) (System)

U satasso (268
U sATAnara disk (932 GB)

U satasso 22ace)

3. Select the disks you want to type of volume (RAIDO or RAID) to be added to the
existing array and click Create Volume.
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Select the second
RAID
configuration of
the Matrix
Volume. Click
‘Create Volume’

Intel® Optane™ Memory and Storage Management UI

e Create Volume

7 Intel® Optane™
Memory

Performance
Q Settings
0 About

Intel® Optane™ Memuyy and Storage Management

SATA_Array_0003: Create additional volume

Name: | volume_0002

Select volume type:
(O optimized disk performance (RAID 0)

@) Completing this action will immediately create an additional
volume on the existing array, utilizing the array disks.

T

More help

4. Matrix Volume created.

Matrix Volume
created

e Create Volume

7 Intel® Optane™
Memory

Performance
Q Settings
o About

Intel® Optane™ Memory and Storage Management

Your storage system is functioning normally.
Storage System View

Llick on any component below to manage it's properties.
| SATA_Array 0003

volume 0002  volume_0001
Type: RAID 1 Type: RAID 0

U SATA (932 GE)
£ 474GB 915GB

8 saa (932 ea)

S

- 1 satassp 224G (system)
- ¥[ samasspi1zer)
- U satA hard disk (932 GB)

'U’ SATA SSD (224 GB)

Caution:

Once the data migration starts, the operation cannot be canceled.

5. Once the migration has completed, restart your computer for changes to take
effect. Then use Windows* Disk Management* to increase the partition size on the
volumes for which a disk was added or add another partition.
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4.10.3 Deleting RAID Volume

RAID volumes can be deleted in two different ways. The method most widely used by
end-users is the Windows* user interface utility. The second method is to use the
Intel® Rapid Storage Technology Option ROM user interface.

1. Run the Intel® Optane™ Memory and Storage Management UI from the following
Start menu link:
Start -> All Programs -> Intel® Optane™ Memory and Storage
Management -> Intel® Optane™ Memory and Storage Management UI

2. Under ‘Status’ or ‘Manage’ Click on the volume you want to delete. The user will
be presented with the volume properties on the left.

(iieD Intel® Optane™ Memory and Storage Management
Selected Volume

to be deleted Status

Your storage system is functioning normally.
0 Create Volume
Storage System View
Intel® Optane™

(@ i

Memor\; Click on any component below to manage it's properties.
SATA_Array_0000
Performance ATy )
:
. 1J SATA (932 GB]
Q Settings g @ )
Status: Normal
[ ] System volume: False
0 About J SATA (932 GB) Initialized: No
Rename volume

U SATA SSD (224 GB) (System)

@ Internal empty port 1 Type: RAID 1
Change type
@ Internal empty port 3 Size: 932 GB
@ Internal empty port 5 Cache mode Read only

y Cache Mode

Data stripe size” 64kB

Physical sector size: 4096
Logical sector size: 512
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10.4

Note:

3. Click Delete.

Delete the

Volume

This operation will remove all data from selected volume. Are you sure
Create Volume 3 -
you want to continue?

Intel® Optane™ Memory and Storage Management

7 Intel® Optane™
Memory

Performance
G Settings
0 About

e T

More help
ore help

4. Review the warning message and click Yes to delete the volume.

5. The ‘Status’ page refreshes and displays the resulting available space in the
storage system view. You can now use it to create a new volume.

Marking a Disk as Spare

This action is only available for non-system disks in a normal state. Also, unless your
mobile computer is equipped with the Intel® 5 Series Chipset or later, which provides
support for up to six SATA ports, you will not be able to mark a disk as a spare. Most

mobile computers are limited to one internal and one external disk, which are used to
create the volume.

Marking a disk as a spare allows you to designate an available SATA disk as the
default destination for automatic volume rebuilds in the event of a failed, missing or at
risk array disk. However, for RAID 0 volumes, automatic rebuilds will only occur if one
of its members is reported at risk.

1. Under 'Status' or 'Manage', in the storage system view, click the disk that you
want to mark as a spare. The volume properties are now displayed on the left.
2. Click Mark as spare.

3. Click OK.

RAID 1, 5, 10, and recovery volumes can use one or more spares.
If your system is running a version of the Intel® RST OROM that does not support

disks that are 2TB or larger, you can reset such a disk to available, but disallow the
marking of it as a spare.
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Selecting the disk
to be marked as
spare

e Create Volume

7 Intel® Optane™
Memory

Performance
Q Settings
o About

™ Mem

nd Storage Management

Optane

Your storage system is functioning normally.
Storage System View
Click on any component below to manage it's properties.
SATA_Array 0000
volume_0001

Type RAID 1
457 GB

U sama 22 cy)

U sama 22 g®)

s

SATA (932 GB)

Controller 0, Port 2
Port Location: Internal
Status: Normal

Type: SATA hard disk

U SATA hard disk {932 GB) * Usag
Size:932 GB

Serial number:  WD-WXK1A37FYK9Y
Model WDC WD10SPZX-21Z10T0
Firmware: 02.01A02

U SATA SSD (224 GB) (System)

U SATASSD (112 GB)

U SATA SSD (224 GB)

3 rcessoercr System disk No

Password protected: No
Data disk cache: On

Native command queuing: 32
SATA transfer rate: 6Gb/fs
Physical sector size- 4 KB
Logical sector size: 512 Bytes

Marking a disk as
spare

e Create Volume

be, Intel® Optane™
Memory

Performance
Q Settings
0 About

Intel® Optane™ Memory and Storage Management

Mark as spare

WARNING: Completing this action will permanently delete existing
data on the disk. Back up data before continuing.

= T

More help
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Intel® Optane™ Memory and Storage Management UI

Marking a disk as
available

0 Create Volume

Intel® Optane™
@ F
Memory

Performance
Q Settings
o About

Intel® Optane™ Memory and Storage Management

Status
Your storage system is functioning normally.
Storage System View

Click on any component below to manage it's properties.

SATA_Array_0000 I}
volume_0001
U sama e22 cy) Type: RAID 1
457GB

HES NG

SATA (932 GB]
(TR

Controller 0, Port 2

Port Location: Internal
U SATA SSD (112 GB) Status: Normal

Type: SATA hard disk

¥ sATA nara disk (932 GB) * Usage Spaé

Size: 932 GB

Serial number:  WD-WXK1A37FYK9Y
Model WDC WD10SPZX-21Z210T0
Firmware: 02.01A02

!J SATA SSD (224 GB)

2l pciessn 27 68) System disk No

Password protected: No

Dalt: disk cache: On
Native command queuing: 32
SATA transfer rate: 6Gb/s

Physical sector size: 4 KB
Logical sector size: 512 Bytes

Clearing Metadata

All the Volumes maintained by Intel® RST driver has a metadata maintained by
Intel® RST driver. This metadata is used by Intel® RST only for managing RAID
Volumes as well as Intel® Optane™ memory volumes. This metadata is written every
time a volume (RAID/ Intel® Optane™) is created and is destroyed by deleting the
volume (or disabling acceleration). If any device is a part of a volume and is moved to
another system, then the drive has metadata but does not have related volume
making it unusable to be used for RAID configuration. In this case the metadata is of
no use and we can reset it such that the drive can be used for another RAID

configuration.
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We get “Clear
Metadata” Option
for disk with

L

Create Volume

Intel® Optane™
Memory

3

N

Performance

a8

Settings

2R

About

Intel® Optane™ Memory and Storage Management

Status

Your system is reporting one or more events, and data may be at
risk. Refer to the details below for more information.

Storage System View
Click on any component below to manage it's properties.

U saTassD (224 G8) (system)
U SATASSD (112 G8)

U SATA hard disk (932 GB)

SATA (932 GB)
SATA hard disk (932 GB) Controller 0, Pori 3

Pert Location: Internal
Status: Offline
Type: SATA hard disk

U SATA hard disk (932 GB)

Clear Meidata
U SATA SSD (224 GB) Usage: Ofrline array member
Size: 932 GB
Serial number: ZDEOOF44
a PCle S5D (27 GB) Model: ST1000LM048-2E7172

Firmware: SDM1

m System disk- No

Password protected: No

Data disk cache- On I}
Native command queuing: 32

SATA transfer rate: 6Gb/s

Physical sector size” 4 KB

Logical sector size: 512 Bytes

Select “Clear
Metadata” Option
to clear the
Intel® RST
Metadata

(7 Intel® Optane™
Memory

Performance
Q Settings
o About

Intel® Optane™ Memory and Storage Management

e Create Volume

Clearing metadata %ll permanenitly delete any existing data on that
disk_ Are you sure you want continue?

More help

User Guide

8§

45



System Acceleration with Intel® Optane™ Memory

System Acceleration with
Intel® Optane™ Memory

5.1.1

5.1.1.1

46

Limitations

Hardware limits

Intel® Optane™ Memory HW Limits

1. Fast disk (the term “fast disk” refers to the Intel® Optane™ memory module
being used as the cache device)

Attention: the following terms are used interchangeably throughout this
document:

e Fast disk

¢ Intel® Optane™ memory module

e Intel® Optane™ device

e Only a single HW or SW remapped Intel® Optane™ memory module

2. Slow!? disk (disk to be accelerated must be larger capacity than the fast disk)
only in the following configurations and drive interfaces:
e Boot Drive (System) (Active boot volume):
a. SATA HDD - single pass-through?
b SATA SSD - single pass-through
C. SSHD3 - single pass-through
d Intel® brand NVMe* drive*

e Data Drive (No active boot volume):
a. SATA HDD - single pass-through?
b. SATA SSD - single pass-through
C. SSHD?3 - single pass-through
d. Supported Intel® SSD 6 Series with QLC 3D NAND NVMe* drives

3. Intel® Optane™ Memory volume

e Only one Optane™ Memory volume allowed per boot instance. If more than
one volume detected during boot, the second volume detected will be placed
offline and not accessible to the system.

NOTES:

Notel: The slow disk (targeted disk to be accelerated) can be data drives as well
as boot drives with the active boot volume beginning with release version
16.0.2.

Note2: Only single pass-through disks can be accelerated. The acceleration of
RAID volumes or other multiple disk configurations is not supported.

Note3: Self-pinning SSHDs only, SSHDs that use the Hybrid Information Feature
Set are not supported.
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5.1.1.2

5.1.2

5.1.2.1

5.1.2.2

User Guide

Intel® Optane™ Memory H Series HW Limitations

Intel® Optane™ Memory H Series — Contains Intel® Optane™ Memory and Intel®
QLC 3D NAND on the same M.2 Device)

1. Only one Intel® Optane™ Memory volume allowed per boot instance.

2. Only ONE (1) device can be configured as an Intel® Optane™ Memory Volume by
Intel® RST as a boot or data volume.

a. Intel® Optane™ Memory Volume is created from concatenating slow disk
(NAND main storage) and fast disk (Intel® Optane™) of the SAME device.

3. Only ONE device is supported per platform. If more than one device is connected
to M.2 slots in the system:

a. Only the M.2 slot that supports the Intel® Optane™ Memory H Series will
show both disk members of the same device. The devices plugged into other
slots might not be detected or displayed at all in Windows*.

b. The system might not boot in certain platforms.

4. Device must be connected to M.2 port locally connected to PCH (Check with your
user manual for supported ports). Connecting via Thunderbolt™ or PCle* bridge is
not supported.

5. An Intel® Optane™ Memory H Series Volume cannot be moved (Roaming) to

other platform that do not meet the specific requirements for this series listed in
section 5.2.2.

Functional Limits

SATA Controller Mode Switching to AHCI Mode

Once the system is setup with Intel® Optane™ Memory enabled, the user cannot
switch the PCH SATA controller mode from one of the Intel® RST modes to the AHCI
mode. If the mode is switched and the user attempts to boot the system, the Intel®
RST configuration metadata can be corrupted making the system unbootable when
PCH SATA mode is switched backed to the available Intel® RST mode. To avoid this
error condition the following precautions should be taken:

e All users: If you require switching the PCH SATA controller mode to AHCI for some
reason, then before switching, disable Intel® Optane™ Memory prior to switching
the mode. You can re-enable Intel® Optane™ Memory once the controller is
switched back to the supported Intel® Optane™ mode.

Disk Defragmentation and Optimization for Intel® Optane™
Volume

The ‘Defragment and Optimization’ feature in Windows* will only available for Intel®
Optane™ Volume if both members (fast drive and slow drive) have trim support.
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5.1.2.3 Intel® Optane™ Memory H Series Roaming Functionality
Limitation

For the H Series family, Intel® Rapid Storage Technology (Intel® RST) creates Intel®
Optane™ Memory Volume by combining QLC NAND and Intel® Optane™ Memory
media on the same single M.2 board. The goal of this pairing is to combine the large
capacity of the QLC NAND and fast random-access performance of the Intel®
Optane™ disk into a single easy-to-use volume exposed to the customer. This volume
is primarily intended to serve as the boot media for the platform. This volume will
only work on with Intel® RST drivers and supported platforms. If the user
attempts to move this drive/volume to non-supported platform (AHCI mode)
or use non- Intel® RST storage drivers to access the disk, the volume and
data will be lost permanently.

5.2 Minimum Requirements

5.2.1 Intel® Optane™ Memory
CPU Intel® 7t Gen later CPU family of platforms

PCH PCH: Intel® 100/C230 Series, 200 Series, C240 Series, or
300 Series family of chipsets

Motherboard Supporting Intel® RST PCH HW remapping technology or a
x2 or x4 PEG port for CPU attached Intel®-branded SSDs or
Intel® Optane™ memory modules

M.2 Connector An M.2 connector is required for the Intel® Optane™ memory
module; it can be down on the motherboard or on a PCle*
adapter card plugged into a PCH remapped PCle* x2 or x4
slot or CPU PEG* port.

BIOS UEFI-compliant system BIOS based on BIOS reference code
version 1.5.0 or later.

BIOS Intel® PCH SATA controller mode set to “Intel® RST...”
with remapping enabled on the HSIO lanes connecting the
Intel® Optane™ technology NVMe* memory module.

Intel® RST Pre- Refer to section 2.1.3 for the correct version of Pre-OS and
OS and Windows* Intel® RST version.

Windows*

Driver

5.2.2 Intel® Optane™ Memory H Series with Solid State Storage

Platform Platform (Chipset and Motherboard) that supports software
remapping at M.2 connector. Verify with the system
manufacturer if the platform supports this series

M.2 Connector A single M.2 that supports PCle* 2x2 configuration and PCIe*
dynamic port reconfiguration from BIOS.
BIOS Support for the Intel® Optane™ Memory H Series (Check the

User Manual or Tech Specs for the system)
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Platform Platform (Chipset and Motherboard) that supports software
remapping at M.2 connector. Verify with the system
manufacturer if the platform supports this series

Pre-0OS Intel® RST uEFI driver version 17.0.0.3679 or later must be
integrated into the system BIOS image.

Windows* Intel® RST SW and driver package 17.0.0.1072 or later must

Intel® RST be installed.

driver

5.2.3 Operating System
e Microsoft* Windows* 10 x64 bit Editions (Latest RTM, for example, Redstone X)
e GPT disks only (MBR not supported)

5.2.4 Intel® Optane™ Memory Ready” Logo: Intel® RST 5MB
Metadata Requirement

This notice is for System Manufacturers and System Integrators who will ship “Intel®
Optane™ Memory Ready” systems in the following configurations (or any system that
they wish an end-user to be able to enable Intel® Optane™ Memory):

e Complete systems with the OS already installed AND

e PCH SATA controller mode set to (AHCI) OR (Intel® RST) OR (Intel® RST
Premium) AND

e The system does not have Intel® Optane™ Memory enabled

When all these conditions exist, especially if the manufacturer or integrator partitions
the system drive with a hidden partition as the final partition (the end of the disk) or if
the OS installation places the WIinRE partition at the end of the disk, there must be
unallocated space of 5MB reserved or left at the end of the disk (at the max LBA after
the final partition). This space will be required for Intel® RST metadata when
updating those systems at a later date to Intel® Optane™ Memory enabled
accelerated systems.

5.3 User Pinning of Files/Folders/Applications

5.3.1 Overview

User pinning functionality is available in Intel® Optane™ Memory UI, Intel® RST UI,
and Windows* File Explorer. Pinning allows the user to select files, folders, and
applications that they wish to pin for acceleration. All items pinned by the user are
considered to be “hard” pinned which means they can only be removed/unpinned by
the user. The Intel® Optane™ Memory caching policies cannot evict ‘hard pinned’
items
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5.3.2

5.3.3
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IMPORTANT NOTES:

e The pinning feature is not available when accelerating data drives (DDA). This
feature is only supported when Intel® Optane™ Memory is accelerating the system
drive (which is GPT partitioned (no MBR)), and the Intel® Optane™ memory
module is 32GB or larger. This also applies to Teton Glacier Intel® Optane™
Memory device.

e The following objects as on Windows* desktop CANNOT be pinned:
— Quick Access
— This PC
— Any disk’s Root directory (Example: Local Disk (C:))
— Control Panel
— Libraries folder
— Network objects
— Recycle Bin

Minimum Requirements

The minimum requirements to support the User Pinning feature are as follows:

e Intel® Optane™ capable motherboard

Intel® 8th generation core i-processor
e Intel® 300/240 Series Chipset Family (see table 2-3 for supported SKUs)

e 32GB or larger Intel® Optane™ memory module installed in a PCH HW remapped
port.

e Windows* 10 64bit (RS3 or later) installed
e Intel® RST 16.5 PV or later release installed

e System Acceleration with Intel® Optane™ Memory enabled

Pinning Using Intel® Optane™ Memory and Storage
Management UI

Pinning Tab: The following instructions assume that the computer supports Intel®
Optane™ Memory and is already properly configured and enabled to support the User
Pinning feature (see the minimum requirements for the pinning feature in the
preceding section).

1. Launch the Intel® Optane™ Memory and Storage Management UI
2. In the left navigation pane, click Intel® Optane™ Memory tab to expand it.

The page displays information on Intel® Optane™ Memory status and a graphic of the
current Intel® Optane™ Volume configuration.
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Intel® Optane™ Intel® Optane™ Memory and Storage Management
Memory Main
Page f Manage Status

Disabled

a Create Volume

Select fast Intel® Optane™ memory drive:
Intel® Optane™
7)) ¢

Memo
v 32 GB Intel® Optane™ memaory (Controller 2, Port 0) ~

Select a compatible drive to be accelerated:

INTEL SSDSC2BP240G4 (Controller 0, Port 0) (SYSTEM) hd

Performance Enable Intel® Optane™ Memory
Q Settings

0 About Ik

Pin Files and Click on the ‘Files’ tab to launch the ‘Currently Pinned Files and
Folders tab: Folders’ page

Intel® Optane™ Memory and Storage Management

Currently Pinned
Files and Folders J Manage
Page

Pinned Files and Folders

Pinning files and folders ensures they will always benefit from the

e Create Volume speed and responsiveness of Intel® Optane™ memory.

(7 Intel® Optane™ s
Memory Files and Folders can be pinned or unpinned using the buttons below.

Note: Pinning or unpinning a folder will affect the contents inside.
Pin Files and Folders

Pin Applications Program Files

Windows

Performance
Q Settings
o About

™ BTN O
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How-to pin files:

Click [+Files] button; this launches file explorer
Browse to the file you wish to pin and do one of the following:
a. double click on the file to pin it
b. click on the file to highlight it, then click the [Open] button
to pin it
To pin multiple files in the same folder, click on one file then use
either the <Shift> key to highlight the multiple sequential files
or use the <Ctrl> key to select multiple files

How-to pin
folders:

Click [+Folder] button; this launches the ‘Browse for Folder’
window.

Browse to the folder you wish to pin and click to highlight it
NOTE: Only the files directly in the folder will be pinned.
Subfolders will not be pinned. If there are only subfolders
and no individual files in the folder, then pinning the folder
will only pin an empty folder.

Click [Select Folder] to pin the folder

How-to Unpin
files/folders:

2.

While in the ‘Currently Pinned Files and Folders’ window, use the
left click button of the mouse to click through the file structure
until you find the file/folder that you wish to unpin. Click on the
file/folder to highlight it (for multiple files use the <Shift> or
<Ctrl> key to highlight the files/folders)

Click the [Unpin] button to unpin the file/folder

Applications
Sub-Tab:

Click on the ‘Applications’ tab to launch the ‘Currently Pinned
Applications’ page

Currently Pinned
Applications Page

@ Intel® Optane™ Memory and Storage Management
A Manage Pinned Applications
© Crstevoume
@ IMn:Lm;r?manem ol Applications can be pinned or unpinned using the buttons below.

Pin Files and Folders

Pin Applications

Performance
Q‘ Settings
o About

m wmplayer

oo ] [ ropaion | o
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How-to pin
applications:

Click [+Application] button; this launches the Windows* file
Explorer window.
Browse to the application that you wish to pin and do one of the
following:
a. double click on the file to pin it
b. click on the file to highlight it, then click the [Open]
button to pin it

How-to Unpin
applications:

While in the ‘Currently Pinned Applications’ window, use the left
click button of the mouse to highlight the application you wish to
unpin

Click the [Unpin] button to unpin the application

Pinning Using Intel® Optane™ Memory UI

Pinning Tab:

1. Launch the Intel® Optane™ Memory UI

2. Click on the ‘Pinning’ tab in the left navigation pane. This will bring up
the ‘Intel® Optane™ Memory Pinning’ page of the UI.

The page displays information on pinning and unpinning of files/folders and

applications. Also, there is a graphical display of the current usage of the

Optane™ memory module in terms of the capacity of files/content that is in

the module and any un-used space remaining in the module.

Intel® Optane™ Memory UI Pinning Main Page

Intel® Optane™ Memory

L Ssetup

Statistics

©® About

Intel® Optane™ Memory Pinning

Pinning enables customized responsiveness by allow selecting specific files, folders,
and applications. This content will remain accelerated until unpinned

To pinjunpin files and folders, click on the 'Files’ tab

Files

To pinjunpin applications, click on the ‘Applications’ tab

Applications
Module Usage @

System files 1GB
User pinned files 0GB
Top accessed content 35GB
Unused space 27GB

Files Sub-
Tab:

Click on the ‘Files’ tab to launch the ‘Currently Pinned Files and Folders’

page
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How-to pin 1. Click [+Document] button; this launches file explorer
files: 2. Browse to the file you wish to pin and do one of the following:
a. Double click on the file to pin it
b. Click on the file to highlight it, then click the [Open] button to pin it
3. To pin multiple files in the same folder, click on one file then use either
the <Shift> key to highlight the multiple sequential files or use the
<Ctrl> key to select multiple files
How-to pin 1. Click [+Folder] button; this launches the ‘Browse for Folder’ window.
folders: 2. Browse to the folder you wish to pin and click to highlight it
Note: Only the files directly in the folder will be pinned. Subfolders will not
be pinned. If there are only subfolders and no individual files in the folder,
then pinning the folder will only pin an empty folder.
3. Click [OK] to pin the folder
How-to 1. While in the ‘Currently Pinned Files and Folders’ window, use the left
Unpin click button of the mouse to click through the file structure until you
files/folders: find the file/folder that you wish to unpin. Click on the file/folder to
highlight it (for multiple files/folders use the <Shift> or <Ctrl> key to
highlight the files/folders)
2. Click the [Unpin] button to unpin the file/folder
Applications | Click on the ‘Applications’ tab to launch the ‘Currently Pinned Applications’
Sub-Tab page
How-to pin 1. Click [+Application] button; this launches the Windows* file Explorer
applications: window.
2. Browse to the application that you wish to pin and do one of the
following:
a. Double click on the file to pin it
b. Click on the file to highlight it, then click the [Open] button to pin it
How-to 1. While in the ‘Currently Pinned Applications’ window, use the left click
Unpin button of the mouse to highlight the application you wish to unpin
applications: | 2. Click the [Unpin] button to unpin the application

Pinning Using Intel® RST UI

Pinning Tab:

1. Launch the Intel® RST UI.

2. Click on the Intel® Optane™ Memory tab at the top of the
application. This will bring up the ‘Intel® Optane™ Memory’
main page of the UL.

The left pane of this page displays information on pinning and
unpinning of files/folders and applications.
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Intel® RST UI Pinning Main Page

2 Intel® Rapid Storage Technelogy

UEUEES intel® Optane™ Memory

Performance

Preferences ‘ Help

Intel ® Optane™ Memory
Intel® Optane™ memory status: enabled.

Disable

Intel® Optane™ Memory Pinning
on:

ntil unpinned.

To pin/unpin files and folders, click on the ‘Files tab

To pin/unpin applications, click on the *Applications’ tab

Files

Applications

iveness by allowing to select specific

=] intets Optane™ Memory View

Intel ® Optane™ Memory Aray

@ w668
Q> 278 seo68

Type: Intel® Optane™ Memory

Intel® Optane™ Memery Volume|

[T

IR

Files Display
Box:

Scroll down to the display box that displays Files (it also

displays Folders)

How-to pin
files:

1. Directly underneath the display box locate and click +File
link; this launches file explorer
2. Browse to the file you wish to pin and do one of the

following:

a. Double click on the file to pin it

b. Click on the file to highlight it, then click the [Open]

button to pin it

3. To pin multiple files in the same folder, click on one file
then use either the <Shift> key to highlight the multiple
sequential files or use the <Ctrl> key to select multiple files

How-to pin
folders:

4. Click the +Folder link; this launches the ‘Browse for Folder’

window.

5. Browse to the folder you wish to pin and click to highlight it
Note: Only the files directly in the folder will be pinned.
Subfolders will not be pinned. If there are only subfolders and
no individual files in the folder, then pinning the folder will only

pin an empty folder.

6. Click [OK] to pin the folder
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How-to Unpin 1. While in the Files’ display box, use the left click button of

files/folders: the mouse to click through the file structure until you find
the file/folder that you wish to unpin. Click on the
file/folder to highlight it (multiple files/folders cannot be
selected)

2. Click the [Unpin] button to unpin the file/folder

Applications Scroll down to the ‘Applications’ display box

Display Box:

How-to pin 1. Directly underneath the display box, locate and click the

applications: +Application link; this launches the Windows* file Explorer
window.

2. Browse to the application that you wish to pin and do one
of the following:
a. Double click on the file to pin it
b. Click on the file to highlight it, then click the [Open]
button to pin it
How-to Unpin 1. While in the ‘Applications’ display box, use the left click
applications: button of the mouse to highlight the application you wish
to unpin
2. Click the [Unpin] button to unpin the application

5.3.6 User Pinning Using Windows* File Explorer Application

Pinning Files 1. Launch the Windows* File Explorer
(non- 2. Navigate to the file that you wish to pin to Intel® Optane™
application): memory

3. Use the mouse to right click on the file that you wish to pin
to Intel® Optane™ memory
4. In the pop-up menu, left click the ‘Pin to Intel® Optane™
Memory’ option to pin the file. The file will be hard pinned:
a. To pin multiple files in the same folder, left click on one
file then use either the <Shift> key to highlight the
multiple sequential files or use the <Ctrl> key to select
multiple files that are not listed sequentially
b. Now use the mouse to right click on one of the
highlighted files
c. In the pop-up menu, left click the ‘Pin to Intel®
Optane™ Memory’ option to pin the files

File Types:
All file types highlighted will be pinned, including
applications.

Pinning Types:
All files pinned will be hard pinned, except application

executables which will be soft pinned.
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File Pinned via Windows* Explorer (RC)

I M < | internet explorer - [m] x
p
Home Share View [7]
<« “ 4 s ThisPC 5 Local Disk (C) » ProgramFiles » internet explorer ~|& | Searchinternet explorer r
A Mame Date modified Type Size
7 Quick access
en-US File folder
[ Desktop )
images File folder
§ Downloads SIGNUP File folder
[E] Documents [ Extxport
&) Pictures 4] hmmapi.dll
160 & iediagemd EQ scan with Windows Defender... ion
b Music & ieinstal 12 Share ion
a@ Open with...
B Videos & ielowutil pe ion
] IEShims.dil /@ Pinto Intel® Optane™ Memory ion extens
& OneDrive @ iexplore Restore previous versions ion
8 This PC 4] sqmapi.dll —— s ftion extens..
J 2D Objects cut
I Desktop Copy
5| Documents Create shartcut
¥ Downloads & Delete
B Music & Rename
&) Pictures v =i
TMitems  1item selected 52.5 KB E

Multiple Files Pinned via Windows* Explorer (RC)

= | Windows Media Player - o x
Home Share View (]
« v 4 [ 1> ThisPC » Local Disk (C:) > Program Files > Windows Media Player > v B | SearchWindows Media Player 0
Intel A Name Date modified Type Size
intemet explorer |3 wmpshare 8/22/2017 10:36 AM  Application
Windows Defender [ wmprph 0913007 1035 ALA folication
Windows Defender Advanced <] wmPNSSULdIl E Scan with Windows Defender... k
2
Windows Mail =] wmpnssci.dl | Share
Pin to Intel® Optane™ M
Windows Media Player &) wmpnscfg 2 I Yy
etwk
Windows Multimedia Platforr [Elunen Send to >
[ WMPMediaSharing.dl
windows nt Cut
wmplayer
Windows Photo Viewer @ wmpconfig Copy 101 KB
Windows Portable Devices [& wmlaunch Creste shortcut oK
Windows Security setup_wm ) Delete
WindowsPowerShell %] mpvis.DLL &) Rename
Program Files (x86) Visualizations o=
Skins
Users
o Network Sharing File folder
fneews Media Renderer File folder
# 4GB (D) Icons File folder
& 4GB (D) v en-Us 8 L File folder
12items  7items selected 198 MB =

Unpinning
Files:

[y

Launch Windows* File Explorer

Navigate to the file that you wish to unpin from Intel®
Optane™ memory

Use the mouse to right click on the file that you wish to unpin
In the pop-up menu, left click the ‘Unpin from Intel®
Optane™ Memory’ option to unpin the file
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File Unpinned via Windows* Explorer(Right Click)

™ = | Intel(R) Optane Memery - o X
Haome Share View (2]
« © 4 > ThisPC > Local Disk(C) > ProgramFiles > Intel > Intel(R) Optane Memary || Search Intel(®) Optane Memory £
& OneDrive A Name Date modified Type Size Q
= 1 7 Filefolder
~ [ This PC
th 1 File folder
B 3D Objects b 10 File folder
I Desktop zh-Hans 10 File folder
[£ Documents zh-Hant 10 File folder
Downloads ! api-ms-win-core-consale-11-1-0.dll 1 1 Application extens... SKE
p pp
D Music 2] api-ms-win-core-datetime-I1-1-0.d" 22 Y r—— B
Pictures 5] api-ms-win-core-debug-1-1-0il | K Scan with Windows Defender... 8KB
5] api-ms-win-core-errorhandiing-11-| & Share 3KB
[] api-ms-win-core-file-11-1-0.dIl Open with... 11KB
> L Local Disk (C) 2] api-ms-win-core-file-11-2-0.dll - Unpin from Intel ® Optane™ Memory 5KB
# 4GB (D) [ api-ms-win-core-file-12-1-D.dll Restore previous versions 8 KB
= rickytest (azscscrstOl) (Z) [5] api-ms-win-core-handle-1-1-0.ll Send 10 N SKE
] pi-ms-win-core-heap-11-1-0.ll 5KB
v & 4GB (D) e " cut
5] api-ms-win-core-interlocked-11-1-( HE
160 Images %] api-ms-win-core-libraryloader-11-1 Copy KB
16.0.0TG [] api-ms-win-core-localization-11-2-{  Create shortcut 1oke
1048_F6 [ api-ms-win-core-memory-11-1-0.dl @) Delete 8 KB
AsUS 5] api-ms-win-corernamedpipe-11-1- € Rename & KB
Backup v |4 api-ms-win-core-processenviranm 9KE v
Properties
Oditems 1 item selected 7.34 KB =

Pinning
Folders:

1. Launch Windows* File Explorer

2. Navigate to the folder that you wish to pin to Intel® Optane™
memory

3. Use the mouse to right click on the folder that you wish to pin
to Intel® Optane™ memory

4. In the pop-up menu, left click the ‘Pin to Intel® Optane™
Memory’ option to pin the folder

Note: Only the files directly in the folder will be pinned.

Subfolders will not be pinned. If there are only subfolders and no

individual files in the folder, then pinning the folder will only pin

an empty folder. In the example below, only the files in the red

box will be pinned

5. To pin multiple folders in the same folder, click on one folder
then use either the <Shift> key to highlight the multiple
sequential folders or use the <Ctrl> key to select multiple
folders

File Types:
All file types directly in the folder will be pinned, including

applications.

Pinning Types:
All files pinned will be hard pinned, including application.
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Folder Pinned via Windows* Explorer(Right Click)

& = | internet explorer - [m} X
Home Share View (]
« « 4 > ThisPC > Local Disk (€3} » Program Files > intemnet explorer » v © | Search intemet explorer r
Intel A Name Date modified
> internet explorer A Pinto Intel® Optane™ Memory en-US 17 11:21 PM
Windows Defende  Eypand images 171 Y
Windows Defende SIGNUP, 171 Y
£ Scan with Windows Defender... —
Windows Mail [5] ExtExport 171
Windows Media P Open in new window 2] hmmapi.di i
Pin to Quick access & iedi 7
Windows Multime ,e‘ad'agcm .
Give access to & ieinstal 171
windows nt pe .
Restore previous versions 2 ielowutil 171
Windows Photo V1 ude in library (5] 1Eshims di i
Windows Pertzble  pin o start & ieplore 1711
Windows Security ] sqmapidil 1710:22 PM
Sendto
Windo
Cut
Program Files (xe6) i
Co
Users il
Windows  Delete
& 4GB (D) @ Rename
New
v 4 4GB (D) v < >
11 items Properties =

Multiple Folders Pinned via Windows* Explorer

[2 [ = | Windows Media Player - o x
Home  Share  View 2]
« « 4 [ > ThisPC » LocalDisk (C:) > Program Files > Windows Media Player » v @] | Search Windows Media Player 0
Intel A Name Date modified Type Size
intemet explorer en-US e
Windows Defender \cons Open
Windows Defender Advanced Media Renderer Crabreii
Windows Mail Network Sharing o Pin to Quick access
Scan with Windows Defender...
Windows Media Player Skins T e e
; in to Intel ® Optane™ Memory
Windows Multimedia Platform Visualizations
2] mpuis.DLL Send to 5 |etens.. 180KB
windows nt -
setup_wm
Windows Photo Viewer [ wrlaunch Cut 50KB
Windows Portable Devices & wmpconfig Copy 101 KB
Windows Security wmplayer Create shortcut 166 KB
WindowsPowerShell [& WMPMediaSharing.dil | & Delete extens... 120KB
Prograrm Files (xa6) (2 wmpnetwk & Rename 1.150K8
Users B wmpnscfg ——— 63 KB
[ wmpnssci.dll extens... 490 KB
Windows - X
[ WMPNSSULIl Application extens... 21KB
# 4GB (D) [ wmprph Application 78 KB
& 168 (D) o [ wmpshare Application 104 KB
Tgitems  4items selected =

Unpinning
folders:

Launch Windows* File Explorer
Navigate to the folder that you wish to unpin from Intel®
Optane™ memory
Use the mouse to right click on the folder that you wish to
unpin to Intel® Optane™ memory

. In the pop-up menu, left click the ‘Pin to Intel® Optane™
Memory’ option to pin the folder

. To unpin multiple folders in the same folder, click on one
folder then use either the <Shift> key to highlight the
multiple sequential folders or use the <Ctrl> key to select
multiple folders
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Folder Unpinned via Explorer(Right Click)

[ [ = | Intel(R) Optane Memory - o x
Home Share View [7]

Pinning
Applications:

« v 5> ThisPC » LocalDisk(C:) > ProgramFiles » Intel 5 Intel(R) Optane Memory > ~ & | Search Intel(R) Optane Memory 0
& OneDrive *  Name o Date modified Type Size Q
« I This PC sV 10/26/2017 12:07 ... File folder
th Open
B 30 Objects tr Open in new window
I Desktop zh-Hans Pin to Quick access
=] Documents zh-Hant £ Scan with Windows Defender..
3 Downloads =] api-ms-win-core-cq s s 5 [petens.. 8KB
b Music B s i core [ o o
" ] api-ms-win-core-d{ n extens... 8KB
(=] Pictures Y X Include in library N
B videos | 2] api-ms-win-core-er pin to start In extens. 8KB
! [ api-ms-win-core-fil into Sta b extens... 1KB
> % Local Disk (C:) [ api-msewin-core-fi| 2 Unpin from Intel ® Optane™ Memory | oens ke
& 458 (D) (] api-ms-win-core-fil Send to > | exens.. 8KE
== rickytest (\azscserst1) (Z) =] api-ms-win-core-hi — I extens... 8KB
v 7580 J‘:apirms'winrmrerh\ Copy h extens aKB
] api-ms-win-core-in I extens... 8KE
16:0.Images <] api-ms-win-core-lit Create shortcut In extens. 8KB
16.0_0TG 4] api-ms-win-core-lg ' Delete n extens... 10KB
1048_F6 [ api-ms-win-core-m &) Rename b extens. 8KB
AsUS %] api-ms-win-core-n P I extens... 2KE
Backup v =] ap ore-p v extens... 9KB v
Sditems 1 item selected E=
1. Launch the Windows* File Explorer
2. Navigate to the application that you wish to pin to Intel®
™
Optane™ memory
3. Use the mouse to right click on the application executable
file that you wish to pin to Intel® Optane™ memory
1 \Di ™
4. In the pop-up menu, left click the ‘Pin to Intel® Optane

File Types:

Pinning Types:

Memory’ option to pin the application. The application will

be soft pinned:

a. To pin multiple applications in the same folder, left click
on one application then use either the <Shift> key to
highlight the multiple sequential apps or use the <Ctrl>
key to select multiple apps that are not listed
sequentially

b. Now use the mouse to right click on one of the
highlighted apps

c. In the pop-up menu, left click the Pin to Intel®
Optane™ Memory’ option to pin the apps

All applications highlighted will be pinned.

All applications pinned will be soft pinned.
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App Pinned via Windows* Explorer (Right Click)
Application Tools  internet explorer — [m] x

A=
Home Share View Manage (]

« « 4 || » ThisPC » Local Disk(C) > Program Files » internet explorer > «[@) | Searchintemet explores )
J Downloads # A Name Date modified Type Size
5] Documents 5] sqmapi.di 201710:22PM  Application extens... a5kB
Pictures ai S—
= @ ieplore - 5 KB
160 ] 1EShims.dll 93 KB
:1 ‘ |ms| & Run as administrator ke
@ ielowuti 218
b Music o . Pin to Start ook
& leinstal 90
8 videos = 5 Scan with Windows Defender. .
(€ iediagemd = 00 KB
sh,
& OneDrive 5] hmmapi.dil &' Share 53K8
Pin to taskbar -
2 This PC & Edboport ) Do e @ e ke
SIGNUP in to Intel ® Optane™ Memory
B 30 Objects images Restore previous versions
Deskt
I Desktop en-US Send to >
[& Documents
J Downloads cut
Col
b Music i/
& Pictures Create shortcut
& videos % Delete
Rename
i Local Disk (C) 4
P~ v Properties
T1items 1 item selected 734 KB =

Multiple Apps Pinned via Explorer (Right Click)

[N Application Tols  Windows Media Player - o x
Home Share View Manage [7]
« “ A s ThisPC 5 Local Disk(C) » Program Files » Windows Media Player v & | SearchWindows Media Player O
Intel A Name Date modified Type Size
internet explorer J— 2220071038 AM  Application 104 KB
Windows Defender [5] wmprph Open BM  Application 78KB
Windows Defender Advanced [5] wpns % Run as administrator BM  Application extens... 21KB
Windouws Mail [] wmpnss| £ Scan with Windows Defender.. BM  Application extens... 490 KB
Windows Media Player B wmpnse 12 Share BM  Application 68 KB
® o M A 50K
Windows Muttimedia Platforn Twmpnet J® Pinto Intel® Optane™ Memory PM  Application 1,150 KB
% WhPMe M Application extens... 120 KB
windows nt Send to > N . e
wrmplay¢ BM  Application 166 KB
Windows Photo Viewer |G wmpcor Cut BM  Application 101 KB
Windows Portable Devices 5] wrnlaun( Copy BM  Application 90 KB
Windows Security setup Wl Creste shorteut PM  Application 1,832KB
WindowsPowershell [5] mpvisDl ) pelete M Application extens... 180 KB
Program Files (:26) Visualiza @) Bename M File folder
" Skins M File folder
sers
Network  Properties File folder
Wind
ndows Media Renderer File older
# 468 (D) leons File folder
& 4GB(D) . en-US File folder
1Bitems  8items selected 3.50 MB =

How-to Unpin
applications:

1. Launch Windows* File Explorer
2. Navigate to the folder that you wish to unpin from Intel®

Optane™ memory

3. Use the mouse to right click on the folder that you wish to

unpin to Intel® Optane™ memory

4. In the pop-up menu, left click the 'Pin to Intel® Optane™

Memory’ option to pin the folder

5. To unpin multiple folders in the same folder, click on one

folder then use either the <Shift> key to highlight the
multiple sequential folders or use the <Ctrl> key to select
multiple folders
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App Unpinned via Windows* Explorer (Right Click)

G~ Application Taals  Windows Photo Viewer - u] X
Home Share View Manage (7]

« “ 4 [ » ThisPC » Local Disk (C:) > Program Files » Windows Photo Viewer v|®| | Search Windows Phato Viewer 0
9
Intel A Name Date modified Type Size
intenet explorer en-Us 8/22/201711:21 BM File folder
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& Pin to Start < 5
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] PhotoViewer.dll Scan with Windows Defender... extens... 1,699 KB
Windows Multimedia Platfor (5] PhotaViener neen
12 Share

windows nt Pin to taskbar

Wi U /-~ Unpin from Intel® Optane™ Memory

Windows Portable Devices Restare previous versions

Windows Security Send to >

WindowsPowerShell
) Cut
Program Files (x86)
Copy
Users

Windows Create shortcut

Delet:
& 4GB (D) © Deletz
&) Rename
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Gitems 1 item selected 91.3 KB =

Configuring Intel® Optane™ Memory (Post-
Factory Build Environment?)

This section documents how to enable System Acceleration with Intel® Optane™
Memory on systems that are not shipped with the feature enabled. It focuses on
systems being installed/configured by end-users/system integrators/others outside of
the factory environment.

Note: ! For configuring Intel® Optane™ Memory in the factory, review the next chapter.

Warning: In all Intel® Optane™ Memory enabling scenarios, all data that is on the fast
disk prior to enabling will be deleted during the Intel® Optane™ Memory enabling
process.

5.4.1

5.4.1.1

5.4.1.2

62

Enabling Intel® Optane™ Volume on a Brand-New System

BIOS

There are no pre-OS configuration tools for Intel® Optane™ available to the end-user.

OS Runtime

This section instructs how to enable the System Acceleration with Intel® Optane™
memory after the installation of the OS. Users who want to have a completely
automated Intel® Optane™ Memory configuration process after the OS installation are
recommended to use this method.
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5.4.1.2.1 Intel® Optane™ Memory and Storage Management UI/Installer (All
User Levels)

This configuration method can be used by experienced and inexperienced users.
Users who want to have a completely automated Intel® Optane™ Memory
configuration process after the OS installation are recommended to use this method.
It automates all of the BIOS configuration tasks involved in setting up the entire
system to support System Acceleration with Intel® Optane™ Memory.

System prep: Boot Drive Acceleration (requires 2 drives):

e Ensure that you have installed:
A. A SATA HDD/SSD/SSHD (the slow media to
install OS)
B. An Intel® Optane™ NVMe* SSD or memory
module (fast media to be the cache) in a PCH
remappable port or a CPU PEG* port

Data Drive Acceleration (requires 3 drives):

e Ensure that you have installed:

A. A drive to install the OS to (no specific
requirement)

B. A SATA HDD/SSD/SSHD (the slow media data
drive); must be larger than the fast media drive

C. A PCIe* Intel® Optane™ NVMe* SSD or memory
module (fast media to be the cache) in a PCH
remapable port or a CPU PEG* port.

BIOS Setup: Enter the BIOS and configure the following:

1. Locate the menu to configure the SATA PCH
controller

2. Set the SATA mode to one of the non-AHCI
modes:

a. Intel® RST with System Acceleration
with Intel® Optane™ Memory..., or

b. Intel® RST Premium with System
Acceleration with Intel® Optane™
Memory...

3. Locate the setting for enabling/disabling
remapping for the PCle* port where the fast
media drive is located

4. Set the port to remapped enabled (controlled by
Intel® RST)

User Guide 63



64

ntel)

System Acceleration with Intel® Optane™ Memory

OS installation:

Obtain your copy of the supported Windows* 10
installation media and install the OS using the default
installation or any customizations desired.

Verify OS detects
Intel® Optane™
module:

1. Complete the OS installation and boot to the
Windows* desktop.
2. Launch Windows* Device Manager
3. Expand ‘Disk drives’ and confirm that all drives are
detected:
A. Intel® Optane™ model disk (fast media)
B. HDD/SSD (slow media)
C. If accelerating a data drive, then there
should be a 3™ drive for the OS
4. Exit Device Manager.

Intel® Optane™
volume creation:

The following steps in this process will automatically
accomplish all or some of the following tasks depending
on the state of your system:

e Install the required SW needed for Intel®
Optane™ Memory

e Select the proper mode for the PCH SATA
controller

e Enable remapping required for the Optane™
PCIe* NVMe* device to be detected by Intel®
RST

e Installs the Intel® Optane™ Memory UI

e And finally, with user input, enables System
Acceleration with Intel® Optane™ Memory

If any of the above steps are already in the required
state, the installer will automatically skip those steps
that are not required and complete the installation
and configuration process

Note: In Intel® Optane™ Memory and Storage
Management UlI, for all Intel® Optane™
Memory enabling scenarios, all data that is on
the fast disk prior to enabling should be deleted
before the Intel® Optane™ Memory enabling
process otherwise the App would not allow the
Optane™ memory to be used. The Intel®
Optane™ memory disk should not be initialized
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(does not have a valid partition table) or have
Intel® RST Metadata.

Obtain the Intel® Optane™ Memory Storage
Management from Windows* store or follow the
steps given in Section Intel® Optane™ Memory and
Storage Management UI/Installer (All User Levels)
To complete the Intel® Optane™ enabling process
(to combine the Intel® Optane™ memory device and
the OS system drive into a single accelerated Intel®
Optane™ volume), go to the ‘Intel® Optane™
Memory’ page,

a. Select an Intel® Optane™ drive from the
“Compatible drive” drop down box (if
only a single Intel® Optane™ module is
present in the system then skip this step,
there will be no drop down box)

b. If multiple compatible drives are in the
system select the drive to be
accelerated:

i. For OS drive acceleration select
the disk labeled "SYSTEM”

ii. For data drive acceleration select
any disk not labeled “"SYSTEM”

c. Click the [Enable Intel® Optane™
Memory] button

d. Click [Enable]

Once any necessary file migration completes, reboot
to Windows* to complete the configuration process.
For Intel® Optane™ Memory module that support file
caching (32GB and greater), a native application will
be run at the boot up to move the Windows* OS
pagefile. Refer to section 5.4.1.3 for more
information. DO NOT interrupt this process.

Verify the system is
Intel® Optane™
Memory accelerated:

From Windows* desktop, launch the Windows* Device
Manager

2. Go to Disk Manager.

Go to ‘Disk Drives’ and click to expand.

e You should see a single drive labeled “Intel®
Optane+slow media” (e.g. “Intel®
Optane+1.0TBHDD")

e If you are accelerating a data drive then you
will see the OS drive listed as well
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e The Intel® Optane™ memory module should
not be listed. It will be combined with either
the OS drive or a data drive.

3. Another method is to launch the Intel® Optane™
Memory and Storage Management UI and see the
‘Intel® Optane™ Memory’ page.

These three items confirm that the Intel® Optane™
NVMe* SSD/memory module and the large capacity
HDD/SSD have been combined to form the
accelerated Intel® Optane™ volume.

Intel® Optane™ Memory UI/Installer (All User Levels)

This configuration method can be used by experienced and inexperienced users.
Users who want to have a completely automated Intel® Optane™ Memory
configuration process after the OS installation are recommended to use this method.
It automates all the BIOS configuration tasks involved in setting up the entire system
to support System Acceleration with Intel® Optane™ Memory.

System prep:

Boot Drive Acceleration (requires 2 drives):

e Ensure that you have installed:
A. A SATA HDD/SSD/SSHD (the slow media to
install OS)
B. An Intel® Optane™ NVMe* SSD or memory
module (fast media to be the cache) in a PCH
remappable port or a CPU PEG port

Data Drive Acceleration (requires 3 drives):

e Ensure that you have installed:

A. A drive to install the OS to (no specific
requirement)

B. A SATA HDD/SSD/SSHD (the slow media
data drive); must be larger than the fast
media drive

C. A PCIe* Intel® Optane™ NVMe* SSD or
memory module (fast media to be the cache)
in a PCH remappable port or a CPU PEG port.

BIOS Setup:

Enter the BIOS and configure the following:

1. Locate the menu to configure the SATA PCH
controller

2. Set the SATA mode to one of the non-AHCI
modes:
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a. Intel® RST with System Acceleration with
Intel® Optane™ Memory..., or

b. Intel® RST Premium with System
Acceleration with Intel® Optane™
Memory...

3. Locate the setting for enabling/disabling
remapping for the PCle* port where the fast
media drive is located

4. Set the port to remapped enabled (controlled by
Intel® RST)

OS installation:

Obtain your copy of the supported Windows* 10
installation media and install the OS using the default
installation or any customizations desired.

Verify OS detects
Intel® Optane™
module:

1. Complete the OS installation and boot to the
Windows* desktop.

2. Launch Windows* Device Manager.

3. Expand 'Disk drives’ and confirm that all drives
are detected:
A. Intel® Optane™ model disk (fast media)
B. HDD/SSD (slow media)
C. If accelerating a data drive, then there should

be a 3 drive for the OS
2. Exit Device Manager.

Intel® Optane™
volume creation:

The following steps in this process will automatically
accomplish all or some of the following tasks depending
on the state of your system:

e Install the required SW needed for Intel®
Optane™ Memory

e Select the proper mode for the PCH SATA
controller

e Enable remapping required for the Intel®
Optane™ PCle* NVMe* device to be detected by
Intel® RST

e Installs the Intel® Optane™ Memory UI

e And finally, with user input, enables System
Acceleration with Intel® Optane™ Memory

If any of the above steps are already in the required
state, the installer will automatically skip those steps
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that are not required and complete the installation
and configuration process.

WARNING: In all Intel® Optane™ Memory
enabling scenarios, all data that is on the fast
disk prior to enabling will be deleted during the
Intel® Optane™ Memory enabling process

1.

Obtain the Intel® Optane™ Memory SW/driver
installation package and run the executable
(SetupOptaneMemory.exe)

Install the defaults

When this part of the installation process
completes the installer will prompt you to
‘Restart’, click [Finish] to restart the system:

a. During this reboot the system will
accomplish any required system
configuration tasks (BIOS settings) and
may reboot more than once

b. When complete, the system will reboot
back to the Windows* desktop

There will be a few seconds delay; the installation
process continues and completes driver
installation

A pop-up (“You're Almost There ...”) will prompt
you to continue to enable Intel® Optane™; click
[Next] then [Yes] and the Intel® Optane™ UI will
launch

To complete the Intel® Optane™ enabling
process (to combine the Intel® Optane™
memory device and the OS system drive into a
single accelerated Intel® Optane™ volume), go
to the ‘Setup’ page,

a. Select an Intel® Optane™ drive from the
“Compatible drive” drop down box (if
only a single Intel® Optane™ module is
present in the system then skip this step,
there will be no drop down box)

b. If multiple compatible drives are in the
system select the drive to be accelerated:
1. For OS drive acceleration select the

disk labeled “"SYSTEM”
2. For data drive acceleration select any
disk not labeled "SYSTEM”

c. Click the [Enable] button
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4. For Intel® Optane™ Memory module that support file

d. Click the “Erase all data on the Intel®
Optane™ memory module” box to place a
check in the box
e. Click [Continue]
2. Once any necessary file migration completes, click
the [Restart] button to reboot
3. Reboot to Windows* to complete the configuration
process.

caching (32GB and greater), a native application will
be run at the boot up to move the Windows* OS
pagefile. Refer to section 5.4.1.3 for more
information. DO NOT interrupt this process

Verify the system is
Intel® Optane™
Memory accelerated:

From Windows* desktop, launch the Windows* Device
Manager

1. Go to ‘Disk Drives’ and click to expand.
¢ You should see a single drive labeled “Intel®
Optane+slow media” (Example: “Intel®
Optane™ +1.0TBHDD")
e If you are accelerating a data-drive then you
will see the OS drive listed as well
2. Go to Disk Manager
e The Intel® Optane™ memory module should
not be listed. It will be combined with either
the OS drive or a data drive.
3. Another method is to launch the Intel® Optane™
Memory UI and see the ‘Status’ page.
These three items confirm that the Intel® Optane™
NVMe* SSD/memory module and the large capacity
HDD/SSD have been combined to form the
accelerated Intel® Optane™ volume.

Intel® RST UI/Installer (Experienced Users)

This section instructs how to enable the System Acceleration with Intel® Optane™
technology as part of the OS installation. Experienced users who want to have full
control of the configuration process are recommended to use this method.

System prep:

1. Ensure the computer HW meets the minimum
requirements for this feature (see the Minimum
Requirements section above). This includes installing
the Intel® Optane™ memory module or Intel®
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Note: The location of the above functions/settings in
the system BIOS on your computer will vary based on
the manufacturer of your computer system. If you have
trouble locating these settings contact your system

Optane™ NVMe* SSD in the proper remapable M.2
connector or PCle* slot.
Confirm that the system BIOS has a supported Intel®
RST pre-OS UEFI driver integrated:
a. Enter your system BIOS and locate the
Intel® Rapid Storage Technology HII UI.
b. At the top of the UI page confirm that the
Intel® RST UEFI Driver version is
15.9.3.xxxx or later.
Set SATA PCH I/0 controller to proper mode:
a. While still in the BIOS find the page that
allows you to configure the PCH and
SATA mode to “Intel® RST Premium...”
(AHCI mode is not supported)
b. Enable remapping so that Intel® RST can
control the Intel® Optane™ memory
module or Intel® Optane™ NVMe* SSD.

manufacturer. Alternately you can follow the instructions

for all users in the previous section.

OS installation:

Obtain your copy of the Windows* 10 installation media
and install the OS using the default installation or any
customizations desired.

Verify that OS
detects Optane™

1. Complete the OS installation and boot to the
Windows* desktop

volume creation:

module: 2. Launch Windows* Device Manager
3. Expand 'Disk drives’ and confirm that all drives are
detected.
a. Intel® Optane™ model disk (fast media)
HDD/SSD (slow media)
c. If accelerating a data drive, then there
should be a 3™ drive for the 0OS
d. Exit Device Manager.
Intel® Optane™ WARNING: In all Intel® Optane™ Memory

enabling scenarios, all data that is on the fast
disk prior to enabling will be deleted during the
Intel® Optane™ Memory enabling process

1. Obtain the Intel® RST SW/driver installation package
and run the executable (SetupRST.exe)
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Install the defaults and reboot the computer
From Windows* desktop, find and launch the Intel®
RST UI application.
The application will open to the ‘Status’ page
Click the ‘Intel® Optane™ Memory’ tab
Click the “Enable” link to start the enabling process.
A pop-up will prompt you to select:
a. From drop down, select the NVMe* fast
media Intel® Optane™ device
b. From drop down, select the SATA disk to
be accelerated (for OS drive acceleration,
select the drive labeled ‘SYSTEM”; for
data drive acceleration select a drive not
labeled "SYSTEM")
8. Click OK to start the enable process
9. Depending on the size of your Intel® Optane™
module, the following may be seen:
A. Progress indicator: Let progress indicator
complete to 100%
B. Text: Finalizing operation...
10. Click the [Reboot] button to complete the process
11. System reboots into Windows* to complete the
enabling process.
12. For Intel® Optane™ Memory module that support file
caching (32GB and greater), a native application will
be run at the boot up to move the Windows* OS
pagefile. Refer to section 5.4.1.3 for more
information. DO NOT interrupt this process.

w
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Verify system is
Optane™ Memory
accelerated:

From Windows* desktop, launch the Windows* Device
Manager

1. Go to ‘Disk Drives’ and click to expand

a. You should see a single drive labeled
“Intel® Optane™+slow media”
(Example: “Intel®
Optane™+1.0TBHDD")

b. If you are accelerating a data drive you
will see at least one other drive that is
the OS drive.

2. Go to Disk Manager

a. The Intel® Optane™ module should not
be listed.

3. Another method is to launch the Intel® RST UI or
Intel® Optane™ UI, depending on your install, and
see the Status page.
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These three items confirm that the Intel® Optane™
NVMe* SSD/memory module and the large capacity
HDD/SSD have been combined to form the
accelerated Intel® Optane™ volume.

5.4.1.3 Intel® Optane™ Service Pagefile Boot Optimization

For 32GB and greater Intel® Optane™ Memory module with file caching enabled,
Intel® RST optimizes Windows* boot process by placing page file into Intel®
Optane™ Memory. During the enabling process, the page file may not be accessible
due to exclusive use by Windows* and is not placed into Intel® Optane™ Memory. In
order to move the pagefile to Intel® Optane™ Memory, an optimization is done on
next reboot before the Windows* is loaded. The end user will see a similar screen as
figure 6.1 during the boot process after Intel® Optane™ was initially enabled:

Figure 5-1. Intel® Optane™ Optimization Process

There are two phases to this pagefile boot optimization:
e Phase 1: The space is made in Intel® Optane™ Memory module for Windows*
OS pagefile.
e Phase 2: The pagefile is moved into the destination area in Intel® Optane™
Memory module.

Note: If the end user stops this process, the performance will be impacted and

reduced because the pagefile is not cached in Intel® Optane™ Memory
module.

5.4.2 System Upgrade (Windows*10 OS Already Installed)
This section covers upgrading those systems that have Windows* 10 already install by
installing a new Intel® Optane™ memory module then enabling System Acceleration

with Intel® Optane™ Memory.

Note: Teton Glacer module does not support creation of Intel® Optane™ Memory
Volume with existing system drive or data drive. See Teton Glacier Hardware
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Limitation for more information. For procedure to configure Teton Glacier
module as Intel® Optane™ Data Volume, refer to section 5.4.2.4.

5.4.2.1 Intel® Optane™ Memory and Storage Management UI/Installer

System starting
configuration:

¢ Windows* 10* x64 OS installed on SATA HDD/SSD
e Intel® RST driver installed

e System BIOS has Intel® RST pre-0S version
15.5.0.2875 or later integrated

Intel® Optane™
module installation:

1. Power down the system and install the Intel®
Optane™ memory device into an M.2 connector
located either on the motherboard or PCle* adapter
card plugged into a remappable PCle* slot or module
connected to CPU PEG* port

2. Reboot system to Windows*.

Verify OS detects
Intel® Optane™
module:

Note: Unless the following conditions are met, the
Intel® Optane™ memory module will not be detectable:
a. Intel® RST 16.7 or later driver installed
(if not installed then the Intel® Optane™
module will not be detectable yet; skip to
the next section and proceed to install
the 16.7 or later SW package with
driver).
b. The BIOS has the Intel® RST 15.9.3 or
later UEFI preOS driver installed.
c. The PCIe* port with the Intel® Optane™
module is remapped.
1. Boot to the Windows* desktop.
Launch Windows* Device Manager.
3. Expand 'Disk drives’ and confirm that all drives are
detected:
A. Intel® Optane™ Memory module/Disk
B. SATA HDD/SSD/SSHD (to be accelerated)
C. Additional disk for OS if accelerating a data
drive

N

Intel® Optane™
volume creation:

The following steps in this process will automatically
accomplish all or some of the following tasks depending
on the state of your system:

1. Install the required SW needed for Intel®
Optane™
2. If in AHCI mode, switch the PCH SATA controller

to the proper 'Intel® RST...” mode

User Guide
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3. Enable remapping required for the Intel®
Optane™ PCle* NVMe* device

4. Installs the Intel® Optane™ Memory UI

5. And finally, with user input, enable System

Acceleration with Intel® Optane™ Memory

If any of the steps above are already in the required
state the installer will automatically skip those steps
that are not required and complete the installation
and configuration process.

Note: In Intel® Optane™ Memory and Storage
Management UI, for all Intel® Optane™ Memory
enabling scenarios, all data that is on the fast
disk prior to enabling should be deleted before
the Intel® Optane™ Memory enabling process
otherwise the App would not allow the Intel®
Optane™ memory to be used. The Intel®
Optane™ memory disk should not be initialized
(does not have a valid partition table) or have
Intel® RST Metadata.

6. Obtain the Intel® Optane™ Memory Storage
Management from Windows* store or follow the
steps given in Section Intel® Optane™ Memory and
Storage Management UI/Installer (All User Levels)

7. To complete the Intel® Optane™ enabling process
(to combine the Intel® Optane™ device and the OS
system drive into a single accelerated Intel®
Optane™ volume), on the ‘Intel® Optane™ Memory’
page, click the [Enable] button and click the [Yes]
button to proceed.

8. Once any necessary file migration completes, reboot
to Windows* and this completes the configuration
process.

9. For Intel® Optane™ Memory module that support file
caching (32GB and greater), a native application will
be run at the boot up to move the Windows* OS
pagefile. Refer to section 5.4.1.3 for more
information. DO NOT interrupt this process.

Verify the system is
Optane™ Memory
accelerated:

From Windows* desktop, launch the Windows* Device
Manager

1. Go to ‘Disk Drives’ and click to expand.
a. You should see a single drive labeled
“Intel® Optane™+slow media”
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2. Go to Disk Manager.

3. Another method is to launch the Intel® RST UlI,

(Example: “Intel®
Optane™+1.0TBHDD")

a. If you see the Intel® Optane™ volume
displayed in ‘Disk drives’, then you
should see a single Windows* OS disk.
The Intel® Optane™ module should not
be listed.

Intel® Optane™ UI or Intel® Optane™ and Storage
management UI, depending on your install, and see
the Status page.

These three items confirm that the Intel® Optane™
NVMe* SSD/memory module and the large capacity
HDD/SSD have been combined to form the
accelerated Intel® Optane™ volume.

5.4.2.2 Intel® Optane™ Memory UI/Installer

System starting
configuration:

¢ Windows¥* 10 x64 OS installed on SATA

e Intel® RST driver installed
e System BIOS has Intel® RST pre-OS version

HDD/SSD

15.5.0.2875 or later integrated

Intel® Optane™

module installation:

1. Power down the system and install the Intel®
Optane™ memory device into an M.2 connector
located either on the motherboard or PCle* adapter
card plugged into a remappable PCle* slot or module
connected to CPU PEG* port.

2. Reboot system to Windows*.

Verify OS detects
Intel® Optane™
module:

e Intel® RST 15.5 or later driver installed (if not

e The BIOS has the Intel® RST 15.9.3 or later UEFI

e The PCIe* port with the Intel® Optane™ module is

Note: Unless the following conditions are met, the
Intel® Optane™ memory module will not be detectable:

installed then the Intel® Optane™ module will not be
detectable yet; skip to the next section and proceed
to install the 15.5 or later SW package with driver)

preQS driver installed

remapped.

User Guide

75



n tel) System Acceleration with Intel® Optane™ Memory

[y

Boot to the Windows* desktop.
Launch Windows* Device Manager
3. Expand 'Disk drives’ and confirm that all drives are
detected:
A. Intel® Optane™ Memory module/Disk
B. SATA HDD/SSD/SSHD (to be accelerated)
C. Additional disk for OS if accelerating a data

N

drive
Intel® Optane™ The following steps in this process will automatically
volume creation: accomplish all or some of the following tasks depending

on the state of your system:

e Install the required SW needed for Intel®
Optane™

e Ifin AHCI mode, switch the PCH SATA controller
to the proper 'Intel® RST...” mode

e Enable remapping required for the Intel®
Optane™ PCIe* NVMe* device

e Installs the Intel® Optane™ Memory UI

e And finally, with user input, enable System
Acceleration with Intel® Optane™ Memory

If any of the steps above are already in the required
state, the installer will automatically skip those steps
that are not required and complete the installation
and configuration process.

WARNING: In all Intel® Optane™ Memory
enabling scenarios, all data that is on the fast
disk prior to enabling will be deleted during the
Intel® Optane™ Memory enabling process

1. Obtain the Intel® Optane™ SW/driver installation
package and run the executable
(SetupOptaneMemory.exe).

2. Install the defaults.

3. When this part of the installation process completes
the installer will prompt you to ‘Restart’, click
[Finish] to restart the system:

a. During this reboot the system will
accomplish any required system
configuration tasks (Example: BIOS
settings like switching from AHCI mode)
and may reboot more than once

b. When complete, the system will reboot
back to the Windows* desktop
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4. There will be a few seconds delay; the installation
process continues and completes driver installation

5. A pop-up ("Thank you for installing...”) will prompt
you to continue to enable Intel® Optane™; click
[Yes] and the Intel® Optane™ UI will launch

6. To complete the Intel® Optane™ enabling process
(to combine the Intel® Optane™ device and the OS
system drive into a single accelerated Intel®
Optane™ volume), on the ‘Setup’ page, click the
[Enable] button and click the [Yes] button to proceed

7. Once any necessary file migration completes, click
the [Restart] button to reboot

8. Reboot to Windows* and this completes the
configuration process.

9. For Intel® Optane™ Memory module that support file
caching (32GB and greater), a native application will
be run at the boot up to move the Winows OS
pagefile. Refer to section 5.4.1.3 for more
information. DO NOT interrupt this process.

Verify the system is
Intel® Optane™
Memory accelerated:

From Windows* desktop, launch the Windows* Device
Manager.

1. Go to '‘Disk Drives’ and click to expand
e You should see a single drive labeled “Intel®
Optane+slow media” (Example: “Intel®
Optane+1.0TBHDD")
2. Go to Disk Manager
e If you see the Intel® Optane™ volume
displayed in ‘Disk drives’, then you should see
a single Windows* OS disk. The Intel®
Optane™ module should not be listed.

3. Another method is to launch the Intel® RST UI or
Intel® Optane™ UI, depending on your install, and
see the Status page.

These three items confirm that the Intel® Optane™
NVMe* SSD/memory module and the large capacity
HDD/SSD have been combined to form the
accelerated Intel® Optane™ volume.

Intel® RST UI/Installer

This method is for upgrading a system that is in one of the Intel® RST Intel®
Optane™ modes and running the Intel® RST driver

77



78

intel)

System Acceleration with Intel® Optane™ Memory

System starting
configuration:

e Windows* 10 OS installed on SATA HDD/SSD.

e Intel® RST driver installed.

e System BIOS SATA controller set to one of the
Intel® RST Intel® Optane™ modes.

Note: The system must meet minimum requirements
to support System Acceleration with Intel® Optane™
technology. Refer to the ‘Minimum Requirements’
section above

Intel® Optane™
module installation:

1. Power down the system and install the Intel®
Optane™ device into an M.2 connector located either
on the motherboard or PCIe* adapter card plugged
into a remappable PCIe* slot or a CPU PEG* port.

2. Enter BIOS and enable remapping on the port where
the Intel® Optane™ device is plugged into

3. Reboot to Windows*.

Verify OS detects the
Intel® Optane™
device:

1. Boot to the Windows* desktop.
Launch Windows* Device Manager
3. Expand ‘Disk drives’ and confirm that newly installed
Intel® Optane™ device is detected as a drive
A. Intel® Optane™ Model Disk (fast media)
B. HDD/SSD (slow media)

N

Intel® Optane™
volume creation:

WARNING: In all Intel® Optane™ Memory enabling
scenarios, all data that is on the fast disk prior to
enabling will be deleted during the Intel®
Optane™ Memory enabling process

1. Obtain the Intel® RST SW/driver installation package

and run the executable (SetupRST.exe)

Install the defaults and reboot the computer

From Windows* desktop, find and launch the Intel®

RST UI application.

The application will open to the ‘Status’ page

Click the ‘Intel® Optane™ Memory’ tab

Click the “Enable” link to start the enabling process.

A pop-up will prompt you to ‘Select a compatible fast

drive:’ (the Intel® Optane™ NVMe* device)

Click [Yes] button to start the enable process

9. Depending on the size of your Intel® Optane™
module, a progress indicator may be displayed; let it
complete to 100%

10. Click the [Reboot] button to complete the process

w N

Nou ok
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11. System reboots into Windows* to complete the

enabling process.

Verify the system is
Intel® Optane™
Memory accelerated:

From Windows* desktop, launch the Windows* Device
Manager

1.

Go to ‘Disk Drives’ and click to expand.

e You should see a single drive labeled “Intel®
Optane+slow media” (e.g. “Intel®
Optane+1.0TBHDD")

Go to Disk Manager.

e If you see the Intel® Optane™ volume
displayed in ‘Disk drives’, then you should see
a single Windows* OS disk. The Intel®
Optane™ module should not be listed.

Another method is to launch the Intel® RST UI or
Intel® Optane™ UI, depending on your install, and
see the Status page.

These three items confirm that the Intel® Optane™
NVMe* SSD/memory module and the large capacity
HDD/SSD have been combined to form the
accelerated Intel® Optane™ volume.

Intel® RST Ul/Installer for Teton Glacier as Intel® Optane™

Data Volume

This method is for upgrading a system that meets Teton Glacier minimum system
requirements and already has Windows* 10 installed on a SATA HDD/SSD. In this
configuration, Teton Glacier can only be configured as Intel® Optane™ Data Volume

(DDA).

Sytem starting
configuration

Windows* 10* x64 OS installed on SATA HDD/SSD.

Intel® RST driver and software version 17.0.0.1072 or later installed.
System BIOS has Intel® RST pre-0S version 17.0.0.3679 or later

integrated.

Module installation
and BIOS
configuration

Power down the system and install the TG Intel® Optane™ device
into an M.2 slot that supports 2x2 configuration and PCle* port

reconfiguration from BIOS.

Refer to section 5.4.1.3 BIOS Setup for BIOS configuration and

checkpoint.
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Note:

5.4.3.1

5.4.3.2
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enabling Intel® Optane™ Volume.

Enable Intel® e Enable Intel®® Optane™ Memory and follow the instructions provided
Optane™ Memory by Intel® RST UI.
Data Volume ¢ IMPORTANT: Make sure that the system is in AC mode before

System Upgrade (Windows* 10 OS Already Installed with
BIOS in AHCI Mode)

This section covers upgrading those systems that have Windows* 10 already install by
installing a new Intel® Optane™ memory module then enabling System Acceleration
with Intel® Optane™ Memory.

This upgrade path is only possible via the Intel® Optane™ Memory Ul
installer program.

Teton Glacier device can only be configured as Data Drive Volume.

Intel® Optane™ Memory and Storage Management UI/Installer

Refer to Section 5.4.

Intel® Optane™ UI/Installer

System starting e Windows* 10 OS installed on SATA HDD/SSD
configuration: e Intel® RST AHCI driver or default inbox AHCI driver
installed

e System BIOS SATA controller in AHCI mode

Intel® Optane™ 1. Power down the system and install the Intel®
memory module Optane™ memory module or NVMe* SSD into an M.2
installation: connector located either on the motherboard or a

PCIe* adapter card plugged into a remappable PCle*
slot or a CPU PEG* port.
2. Reboot system to Windows*.

Verify OS detects Note: Skip this section if the Intel® RST AHCI driver is
Intel® Optane™ installed.
module:

1. Boot to the Windows* desktop

Launch Windows* Device Manager

3. Expand 'Disk drives’ and confirm that both drives are
detected:

N

A. Intel® Optane™ memory module/disk
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B. HDD/SSD
Intel® Optane™ The following steps in this process will automatically
volume creation: accomplish some or all of the following tasks depending

on the state of your system:

e Install the required SW needed for Intel®
Optane™

e  Switch the PCH SATA controller from AHCI mode
to the proper 'Intel® RST...” mode

e Enable remapping required for PCle* NVMe*
devices

e Installs the Intel® Optane™ Memory UI

e And finally prompt to enable System Acceleration
with Intel® Optane™ Memory

If any of the steps above are already in the required
state, the installer will automatically skip those steps
that are not required and complete the installation
and configuration process

Note: In Intel® Optane™ Memory and Storage
Management UI, for all Intel® Optane™
Memory enabling scenarios, all data that is on
the fast disk prior to enabling should be deleted
before the Intel® Optane™ Memory enabling
process otherwise the App would not allow the
Intel® Optane™ memory to be used. The Intel®
Optane™ memory disk should not be initialized
(does not have a valid partition table) or have
Intel® RST Metadata.

WARNING: In Intel® Optane™ Memory
enabling scenarios for Intel® RST and In Intel®
Optane™ Memory Ul, all data that is on the fast
disk prior to enabling will be deleted during the
Intel® Optane™ Memory enabling process

1. Obtain the Intel® RST and Intel® Optane™
SW/driver installation package and run the
executable (SetupOptaneMemory.exe)

2. Install the defaults

3. When this part of the installation process completes
the Intel® RST installer program will prompt for you
to restart your system to continue the process (click
default [Finish] to restart the computer).
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4. Depending upon the initial configuration of your
system:

A. During this reboot the system will accomplish
any required system configuration (BIOS
settings) and may reboot more than once

B. When all necessary configuration processes
complete, the system will reboot back to the
Windows* desktop

5. The installation continues and a pop-up box will
prompt you to continue to enable Intel® Optane™
volume; click [Yes] to continue

6. Click [Yes] for User Account Control pop-up

7. The Intel® Optane™ Memory UI will launch, click
‘Enable’ then click ‘Yes’ to continue to combine your
OS system drive or a data drive and your Intel®
Optane™ memory module (or SSD) into a single
accelerated Intel® Optane™ volume

8. Once the migration process successfully completes
you will be prompted to reboot to complete the
process; Click ‘Restart’.

9. Your computer will reboot to Windows* completing
the Intel® Optane™ Memory enabling process.

10. For Intel® Optane™ Memory module that support
file caching (32GB and greater), a native application
will be run at the boot up to move the Windows* OS
pagefile. Refer to section 5.4.1.3 for more
information. DO NOT interrupt this process.

Verify the system is
Optane™ Memory
accelerated:

From Windows* desktop, launch the Windows* Device
Manager.

1. Go to ‘Disk Drives’ and click to expand
e You should see a drive labeled “Intel®
Optane™+slow media” (Example: “Intel®
Optane™+1.0TBHDD")
2. Go to Disk Manager
e The Intel® Optane™ module should not be
listed.
3. Another method is to launch the Intel® RST UI or
Intel® Optane™ UI, depending on your install, and
see the Status page.

These three items confirm that the Intel® Optane™
NVMe* SSD/memory module and the large capacity
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HDD/SSD have been combined to form the
accelerated Intel® Optane™ volume.

Intel® Optane™ Memory Member Disk Upgrades

This section covers upgrading an Optane-enabled system with a new system disk or a
new Intel® Optane™ memory module. This section does not apply to Teton Glacier

Memory device.

Slow Disk (SATA HDD, SSD, SSHD) Upgrade/Replacement

Disable Intel®
Optane™:

Before replacing any component of your Intel® Optane™
Memory storage solution, you must always disable
Intel® Optane™ Memory to ensure all data has been
migrated from the Intel® Optane™ module and synched
with the slow disk.

NOTE: You should backup any important data prior to
starting this process!

Intel® Optane™ Memory and Storage Mangement UI
installed:

1. From Windows* Start Menu, launch the Intel®

Optane™ Memory and Storage Management UI.

Click on the ‘Intel® Optane™ Memory’ tab.

Click Disable to start the disabling process.

Confirm the action.

Once the UI has completed all tasks for disabling

Intel® Optane™ and any necessary file migration

has completed (progress indicator reaches 100%).

6. Restart the Windows* manually using the restart
button from Start Menu to reboot the system and
complete the disablement process.

u b wWN

Intel® Optane™ Memory Ul installed:

1. From Windows* desktop, launch the Intel® Optane™
Memory UI.

Click on the ‘Setup’ tab.

Click Disable to start the disabling process.

Confirm the action.

Once the UI has completed all tasks for disabling
Intel® Optane™ and any necessary file migration
has completed (progress indicator reaches 100%),
the [Restart] button will be displayed.

aua b wWN
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6. Click the [Restart] button to reboot the system and
complete the disablement process.

Intel® RST UI installed:

From Windows* desktop, launch the Intel® RST UI.
Click the ‘Intel® Optane™ Memory’ tab at the top.
Click Disable to start the disabling process.

Confirm the action.

Once the UI has completed all tasks for disabling
Intel® Optane™ and any necessary file migration
has completed (progress indicator reaches 100%),
the [Reboot] button will be displayed.

6. Click the [Reboot] button to reboot the system and
complete the disablement process.

u b WN =

Reinstall your OS or
copy over your
current to the new
slow disk

WARNING: In all Intel® Optane™ Memory enabling
scenarios, all data that is on the fast disk prior to
enabling will be deleted during the Intel® Optane™
Memory enabling process

At this point you can reinstall the operating system and
rebuild your system or you can use whatever process
you wish to use to clone/copy your current system and
apply it to the new slow disk:

Replacing an accelerated OS drive:
1. Install the new slow media (SATA HDD, SSD, or
SSHD)
a. If the slow media is the OS disk, then
continue with step 2.
b. If the slow media is a data drive.
2. Install the Windows* 10 OS or apply clone/copy.
Once the OS has been installed or transferred to the
new slow media, re-enable the Intel® Optane™
Memory.
Complete any customizations or application installs.
Replacing an accelerated data drive.
If possible, backup all data from original data drive.
Remove the old data drive and insert the new data
drive.
8. Re-enable data drive acceleration with Intel®
Optane™ Memory.
9. Copy all required data to the new data drive.
10. EQT.

w
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5.5.2 Intel® Optane™ Memory Module Upgrade/Replacement

Disable Intel® 1. From Windows* desktop, launch the Intel® Optane™
Optane™ Memory: Memory UL.
. Or launch the Intel® RST UI.
o Or launch Intel® Optane™ Memory and
Storage Management UL
2. Click the ‘Setup’ tab at the left
o Or for the Intel® RST UI, click the Intel®
Optane™ Memory tab at the top.
o Or the Intel® Optane™ Memory and
Storage Management U, click the 'Intel®
Optane™ Memory’ tab.

3. Click Disable to start the disabling process.

Confirm the action.

5. Once the UI has completed all tasks for disabling
Intel® Optane™ and any necessary file migration has
completed (after the progress indicator reaches
100%), the [Restart] or [Reboot] button will be
displayed.

o For Intel® Optane™ Memory and Storage
Management UI, you must restart manually.

6. Click the [Restart] or [Reboot] button to reboot the

system and complete the disablement process.

B

Replace the Intel® 1. Power down the computer.
Optane™ memory 2. Open the computer and locate the old Intel®
module: Optane™ memory module that you wish to replace.

(Note: consult your computer manufacturer for the
location of the slot for the Intel® Optane™ memory
module and instructions to remove and insert an M.2
module)
3. Remove the old module and insert the new module.
4. Close the computer and power it on and boot into the
Windows* OS.
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Re-enable Intel®
Optane™ Memory:

WARNING: In all Intel® Optane™ Memory enabling
scenarios, all data that is on the fast disk prior to
enabling will be deleted during the Intel® Optane™
Memory enabling process.

1. From Windows* desktop, launch the Intel® Optane™

Memory UI.

e Orlaunch the Intel® RST UI.
e Orlaunch Intel® Optane™ Memory and Storage
Management UL
2. Click on the ‘Setup’ tab.

e Or for the Intel® RST UI, click the Intel®
Optane™ Memory tab at the top.

e Or the Intel® Optane™ Memory and Storage
Management Ul, click the Intel® Optane™
Memory tab.

. Click Enable to start the enabling process
. Select the fast media to use for enabling and continue
5. Once the UI has completed all tasks for enabling

Intel® Optane™ and any necessary file migration has

completed (after the progress indicator reaches

100%), the [Restart] or [Reboot] button will be

displayed

e For Intel® Optane™ Memory and Storage
Management UI, you must restart manually.
6. Click the [Restart] or [Reboot] button to reboot the
system and complete the enablement process.

H W
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5.6 Managing Intel® Optane™ Memory

This section describes the management functions available in the various user
interfaces that are available to the end-user.

5.6.1 During the OS Runtime

5.6.1.1 Intel® Optane™ Memory and Storage Management UI

This section describes management capabilities of the Intel® Optane™ Memory and
Storage Management UI.

5.6.1.1.1 Enabling/Disabling Intel® Optane™ Memory Acceleration

Intel® Optane™ 1. From Windows* desktop, launch the Intel® Optane™
Memory and Storage Memory and Storage Management UL.
Management UI Tab: | 2. Click on the ‘Intel® Optane™ Memory’ tab.
3. Click Enable to start the enabling process.
Enable Intel® 4. Select the fast media to use for enabling and continue.
Opta_ne"" ) 5. Once the UI has completed all tasks for enabling
configuration: Intel® Optane™ and any necessary file migration has
completed, reboot the system manually and complete
the enablement process.
Intel® Optane™ 1. From Windows* desktop, launch the Intel® Optane™
Memory and Storage Memory and Storage Management UI.
Management UI: 2. Click on the ‘Intel® Optane™ Memory tab.
i 3. Click Disable to start the disabling process.
Disable Intel® 4. Confirm the action.
Opta_ne"" . 5. Once the UI has completed all tasks for disabling
configuration: Intel® Optane™ and any necessary file migration has
completed (progress indicator reaches 100%), reboot
the system manually and complete the disablement
process.
About Tab: There are no user actions available other than to view the
following information:
A. The version number of the Intel® Optane™ UI
B. A link to Intel® support website
C. And some application licensing information

5.6.1.2 Intel® Optane™ Memory UI

This section describes management capabilities of the Intel® Optane™ Memory UL.
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5.6.1.2.1 Enabling/Disabling Intel® Optane™ Memory Acceleration

Setup Tab:

1. From Windows* desktop, launch the Intel® Optane™
Memory UL

2. Click on the ‘Setup’ tab.
Enable Intel® 3. Click Enable to start the enabling process.
Opta_ne"" 3 4. Select the fast media to use for enabling and continue.
configuration: 5. Once the UI has completed all tasks for enabling Intel®
Optane™ and any necessary file migration has
completed, the [Restart] button will be displayed.
6. Click the [Restart] button to reboot the system and
complete the enablement process.
1. From Windows* desktop, launch the Intel® Optane™
Setup: Memory UI.
) 2. Click on the ‘Setup’ tab.
Disable Intel® 3. Click Disable to start the disabling process.
Opta_ne“‘" . 4. Confirm the action.
configuration: 5.

Once the Ul has completed all tasks for disabling Intel®
Optane™ and any necessary file migration has
completed (progress indicator reaches 100%), the
[Restart] button will be displayed.

6. Click the [Restart] button to reboot the system and
complete the disablement process.

Statistics Tab:

Note: This feature only supports Intel® Optane™ devices
that have a capacity of 32GB or more.

There are no user interactions available other than to view
the status of “Intel® Optane™ Memory Optimization
Schedule”. The indicators are:

D. Last Optimization
E. Next Scheduled Optimization

About Tab:

There are no user actions available other than to view the
following information:

A. The version humber of the Intel® Optane™ UI
B. A link to Intel® support website
C. And some application licensing information

5.6.1.3 Intel® RST UI

This section describes Intel® Optane™ management capabilities of the Intel® RST UI.
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5.7.1
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Enable Intel®
Optane™
configuration:

From Windows* desktop, launch the Intel® RST UI.
Click the ‘Intel® Optane™ Memory’ tab at the top.
Click Enable to start the enabling process.

Select the fast media to use for enabling and

continue.

5. Once the UI has completed all tasks for enabling
Intel® Optane™ and any necessary file migration
has completed, the [Reboot] button will be
displayed.

6. Click the [Reboot] button to reboot the system and

complete the enablement process.

s .

Disable Intel®
Optane™
configuration:

From Windows* desktop, launch the Intel® RST UI.
Click the ‘Intel® Optane™ Memory’ tab at the top.
Click Disable to start the disabling process.

Confirm the action.

Once the UI has completed all tasks for disabling
Intel® Optane™ and any necessary file migration
has completed (progress indicator reaches 100%),
the [Reboot] button will be displayed.

6. Click the [Reboot] button to reboot the system and
complete the disablement process.

uhwhe

I/0 Error Handling

Host I/0 Failures

Fast Media- I/0
failure:

1. Action taken by the Intel® RST SW:
A. The Intel® RST driver returns the I/0O error to
Windows.
2. System Ending State:
A. No change: Intel® Optane™ acceleration
remains enabled.

Slow Media- I/0
failure:

1. Action taken by the Intel® RST SW:
A. Intel® RST driver returns the 1/0 error to the
Windows
2. System Ending State:
A. No change: Intel® Optane™ acceleration
remains enabled.
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Intel® RST I/0 Failures:

During Intel® Optane™ Enabling

READ failure to slow | 1. Action taken by the Intel® RST SW:
drive: A. Write bad ECC to fast drive
B. Enabling is halted and rollback to disabling
C. Notify user of significant amount of errors and
recommend disabling the Intel® Optane™
Memory
2. System ending state:
A. System Acceleration enabled.
3. Recommended corrective action:
a. Disable Intel® Optane™ Memory
b. Replicate system disk to new drive
c. Replace faulty slow drive with new drive
d. Re-enable Intel® Optane™ Memory

WRITE failure to fast | 1. Action taken by the Intel® RST SW:
disk: A. Continue in WT cache mode during Intel®
Optane™ Memory enabling.

B. Enabling is halted and rollback to disabling
C. Display failure in UI.

2. System ending state:
A. Intel® Optane™ Memory disabled.

3. Recommended corrective action:
A. Power down system
B. Replace faulty fast media with new fast media
C. Enable Intel® Optane™ Memory
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5.7.2.2

5.7.3

5.7.3.1
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During Intel® Optane™ Memory Disabling

WRITE failure to slow
media:

1. Action taken

A. Continue disabling Intel® Optane™ Memory
2. System ending state:

A. Intel® Optane™ Memory successfully disabled
3. Recommended corrective action:

A. Reboot the system normally

B. Let the Intel® RST driver handle any Intel®

RST specific recovery tasks.

READ failure to fast
media:

1. Action taken by the Intel® RST SW:
A. Write bad ECC to slow drive for LBAs that
cannot be read from fast drive
B. Continue the Intel® Optane™ Memory volume
disabling
2. System ending state:
A. Intel® Optane™ Memory disabled
B. System Normal state
3. Recommended corrective action:
A. None

Missing Media Failures

Drive Missing at Boot

Fast disk missing:

1. Action taken by the Intel® RST SW:

A. If system boots and the Intel® Optane™
module is not detected by the Intel® RST UEFI
driver, the Intel® RST UEFI driver will protect
the current data on the slow media by disabling
it and not exposing it to the boot manager. This
allows the user the opportunity to locate and
reinsert the missing fast media (or try
additional reboots) to allow the UEFI driver
additional opportunity to detect and pair the
slow media and fast media and return the
Intel® Optane™ volume to a normal state.

2. System ending state:

A. System is unbootable.

B. Slow media set to ‘Disabled’ state
3. Recommended corrective action:

A. Power down and confirm the location of the
missing Intel® Optane™ memory module.
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1. Reattach if missing
2. If not missing:

a. Check the connector

b. Disconnect the slow media and
boot to BIOS menu

c. Enter the Intel® RST HII UI

d. Confirm that the Intel® Optane™
memory module is displayed (its
Status should be ‘Offline’ in this
scenario)

e. If the Intel® Optane™ memory
module is not present, then exit
the Intel® RST HII UI and enter
your BIOS menu where the SATA
controller remapping function is
located and confirm that the port
location of the Intel® Optane™
memory module has remapping
enabled

f. If remapping not enabled, enable
it. Save the configuration and
power down the computer.

3. Reattach the slow media and power up
the computer

Slow disk missing:

1. Action taken by the SW:
A. If system boots and the slow media device is
not detected by the Intel® RST UEFI driver, the
Intel® RST UEFI driver will protect the current
data on the Intel® Optane™ Memory module by
disabling it and not exposing it to the boot
manager. This allows the user the opportunity
to locate and reinsert the missing slow media
(or try additional reboots) to allow the UEFI
driver additional opportunity to detect and pair
the slow media and fast media and return the
Intel® Optane™ volume to a normal state.
2. System ending state:
A. System is unbootable.
B. Fast media set to status Disabled
3. Recommended corrective action:
A. Power down and confirm the location of the
missing slow media drive.
1. Reattach if drive is physically missing
2. If not missing:
a. Check the connection
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5.7.3.2
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b. Boot into the BIOS and go to the
Intel® Rapid Storage UI

c. Inthe UI see if either the slow or
fast disk is listed on the main
page.

d. It appears the slow disk has
experienced an uncorrectable
failure and may need to be
replaced. Refer section 5.8 in this
chapter for instructions to replace
the failed slow disk.

Drive Hot Unplugged

Hot unplug fast
media disk:

. Action taken

. System ending state:

. Recommended corrective action:

A. No Intel® RST action taken; System is
expected to experience a Windows* bug check
(blue screen)

A. Windows* blue screen bug check
B. Upon next boot, the Intel® RST driver will
evaluate the storage subsystem

A. Reinsert the fast media back into the remapped
PCle* slot

B. Reboot the system normally

C. Let the Intel® RST driver handle any Intel®
RST specific recovery tasks.

Hot unplug slow
media disk:

. Action taken by the Intel® RST SW:

. System ending state:

. Recommended corrective action:

A. No Intel® RST action taken; System is
expected to experience a bug check (blue
screen)

A. Blue screen bug check
B. Upon next boot, the Intel® RST driver will
evaluate the storage subsystem

A. Reinsert the slow media to its SATA port

B. Reboot the system normally

C. Let the Intel® RST driver handle any Intel®
RST specific recovery tasks.
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S.M.A.R.T. event
(event count
threshold reached)
on fast media:

. Action taken (once the SMART event count threshold

. System ending state:

. Recommended corrective action:

is reached):

a. The fast media’s block cache (BC) is placed in
Write-Through mode (reduced performance)

b. Pop-up message with notification of media errors
with recommendation to disable Intel® Optane™
Memory and correct the problem (Example:
Replace the fast media)

a. Intel® Optane™ Memory remains enabled.
b. Intel® Optane™ Memory placed in reduced
performance mode (WT cache mode)

a. Disable Intel® Optane™ Memory

b. Power down the system

c. Replace the Intel® Optane™ memory module
d. Reboot and enable Intel® Optane™ Memory

S.M.A.R.T. event
(event count
threshold reached)
on slow media:

. Action taken (once the SMART event count threshold

. System ending state:

. Recommended corrective action:

. Reboot and enable Intel® Optane™ Memory

is reached):

a. The fast media’s block cache (BC) is placed in
Write-Through mode (reduced performance)

b. Pop-up tray icon notification of media errors with
recommendation to disable Intel® Optane™
Memory and correct the problem (e.g. replace
the fast media)

a. Intel® Optane™ Memory remains enabled.
b. Intel® Optane™ Memory placed in reduced
performance mode (WT cache mode)

a. Disable Intel® Optane™ Memory

b. Power down the system

c. Recover (or whatever duplication method you
choose) your faulty system drive to a new drive
and replace the faulty drive
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Fast Media: Block Cache Errors

Intel® RST Metadata
Read failure during
boot:

1.

2.

Action taken by the Intel® RST SW:

A. Intel® Optane™ volume is placed ‘offline’.
System ending state:

A. Intel® Optane™ volume offline.

B. System unbootable

. Recommended corrective action:

A. Retry boot
B. If system unbootable after several tries then
the metadata is corrupted and unrecoverable

Intel® RST Metadata
Write failure during
shutdown

. Action taken by the Intel® RST SW:

A. Treat the same as a dirty shutdown

B. Intel® RST evaluate storage subsystem at next

boot

. System ending state:

A. System is bootable.
B. System in normal state

. Recommended corrective action:

A. Continue power down/restart as normal

Read failure of cache
frame with dirty data
exceeds the preset
threshold value (fast
media failure could
be imminent)

2.

3.

. Action taken by the Intel® RST SW:

a. The fast media’s block cache (BC) is placed in
Write Through mode (reduced performance)

b. Tray icon notification of media Read errors with
recommendation to disable Intel® Optane™
Memory and correct the problem (e.g. replace
the fast media).

c. Intel® RST evaluate storage subsystem at next
boot

System ending state:

a. BCin WT cache mode in reduced performance
state.

b. Intel® Optane™ Memory remains enabled

Recommended corrective action:

a. Disable Intel® Optane™ Memory

b. Power down the system

c. Replace the Intel® Optane™ memory module

d. Reboot and enable Intel® Optane™ Memory
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Intel® Optane™ Memory Member Disk Failures
Requiring Replacement of Disk

Slow Disk (SATA HDD, SSD, SSHD) Replacement

If your system encounters an unrecoverable catastrophic failure of the slow media
(the OS system disk becomes inoperable), there is no recovery/repair available. Use
the following recommended steps to get the system back up and running:

Data recovery:

No Intel® RST data recovery tools are available for a
drive that has experienced mechanical or electrical
failure and is considered ‘inoperable’. There may be
third party tools available for recovering data in this
situation. Intel® has no recommendations regarding
third party data recovery tools.

Disassociate the
Optane™ memory
module.

Disassociation of the Intel® Optane™ module is
required in order to be able to reuse it to enable Intel®
Optane™ with the replacement slow media.

Note: Disassociation removes the Intel® Optane™
configuration information from the Intel® Optane™
module and deletes all data (data which is unusable
cached data from the inoperable OS disk that is being
replaced). Once this disassociation is completed the
module can again be used to enable Intel® Optane™.

1. Boot into your system BIOS
2. Enter the Intel® Rapid Storage Technology pre-0OS UI
(Note: consult your computer manufacturer for the
location of this UI in your system BIOS)
3. The slow media (Intel® Optane™ memory module)
should be displayed on the main page,
a. Highlight it and hit <Enter> to take you to the
“Reset to non-Optane” page
b. Under 'Disk Actions’ highlight the action ‘Reset
to non-Optane’ and hit <Enter>
c. Highlight ‘Yes’ and hit <Enter>
4. The disk is now available to be used to enable System
Acceleration with Intel® Optane™ Memory

User Guide



u ®
System Acceleration with Intel® Optane™ Memory < l n tel )

Data recovery: No Intel® RST data recovery tools are available for a
drive that has experienced mechanical or electrical
failure and is considered ‘inoperable’. There may be
third party tools available for recovering data in this
situation. Intel® has no recommendations regarding
third party data recovery tools.

Reinstall your OS or At this point you can reinstall the operating system and
recover it from a rebuild your system:

previous backup

1. Install the new slow media (SATA HDD, SSD, or
SSHD)

2. Install the Windows* 10 OS

. Re-enable Intel® Optane™ Memory

4. Complete any customizations or application installs

w

5.8.2 Intel® Optane™ Memory Module Replacement

This section documents support for Intel® Optane™ memory module upgrades or
replacements for systems that already have Intel® Optane™ Memory enabled.

Whether you are upgrading the memory module or replacing a faulty memory module,
the following steps will apply:

Disable Optane™ 1. From Windows* desktop, launch the Intel® Optane™
Memory: Memory UI.
e Orlaunch the Intel® RST UI
e Or launch Intel® Optane™ Memory and Storage
Management UI
2. Click the ‘Setup’ tab at the left
e Or for the Intel® RST UI, click the Intel®
Optane™ Memory tab at the top
e Or the Intel® Optane™ Memory and Storage
Management Ul, click the 'Intel® Optane™
Memory’ tab
. Click Disable to start the disabling process
. Confirm the action
5. Once the UI has completed all tasks for disabling
Intel® Optane™ and any necessary file migration has
completed (after the progress indicator reaches
100%), the [Restart] or [Reboot] button will be
displayed

W
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e For Intel® Optane™ Memory and Storage
Management UI, you have to restart manually.
6. Click the [Restart] or [Reboot] button to reboot the
system and complete the disablement process

Replace the Intel®
Optane™ memory
module:

1. Power down the computer
2. Open the computer and locate the old or faulty Intel®
Optane™ memory module that you wish to replace

Note: Consult your computer manufacturer for the

location of the slot for the Intel® Optane™ memory

module and instructions to remove and insert an M.2
storage module

3. Remove the old or faulty module and insert the new
module.

4. Close the computer and power it on and boot into the
Windows* OS.

Re-enable Intel®
Optane™ Memory:

1. From Windows* desktop, launch the Intel® Optane™
Memory UI
e Orlaunch the Intel® RST UI
e Or launch Intel® Optane™ Memory and Storage
Management UI
2. Click on the ‘Setup’ tab
e Or for the Intel® RST UI, click the Intel®
Optane™ Memory tab at the top
e Or the Intel® Optane™ Memory and Storage
Management Ul, click the 'Intel® Optane™
Memory’ tab
. Click Enable to start the enabling process
. Select the fast media to use for enabling and continue
5. Once the UI has completed all tasks for enabling
Intel® Optane™ and any necessary file migration has
completed (after the progress indicator reaches
100%), the [Restart] or [Reboot] button will be
displayed
e For Intel® Optane™ Memory and Storage
Management UI, you have to restart manually.
6. Click the [Restart] or [Reboot] button to reboot the
system and complete the enablement process.

W
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6 Creating a RAID Volume

RAID volumes can be created three different ways. The method most widely used by
end-users is to use the Intel® Rapid Storage Technology UI in Windows*. The second
method to create a RAID volume is to use the Intel® Rapid Storage Technology option
ROM user interface (or the Intel® RST pre-OS UEFI HII UI). The third way, used by
OEMs only, is using the pre-OS RCfgSata or Windows* (including WinPE) RSTCLI
32/64 utilities.

6.1 Minimum Requirements

e BIOS: Requires a BIOS with the Intel® RST preOS UEFI driver or OptionROM
integrated

¢ Number of disks required for the desired RAID level
— RAID 0: 2 disks minimum (6 max)
— RAID 1: 2 disks only
— RAID 5: 3 disks minimum (6 max)
— RAID 10: 4 disks only

e 5MB unallocated space at the end (max LBA) of the disk for Intel® RST metadata

6.2 Feature Limitations

Table 6-1. Disk, Volume, and Array Maximum Limitations

Configuration Maximum

Number of arrays per system

Number of volumes per system

Number of volumes per array

Number of disks per volume/array

CE RN ESH ENES

Number of disks per system

6.3 Using Intel® Optane™ Memory and Storage
Management UI

Refer to the section_Create Volume.

6.4 Using Intel® Rapid Storage Technology Ul
1. Run the Intel® Rapid Storage Technology UI from the following Start menu link

within Windows*:
e Pre-Windows* 8:
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Start>Programs->Intel® Control Center (optional) ->Intel® Rapid Storage
Technology->Intel® Rapid Storage Technology UI

e Windows* 8 and Newer:
The UI is not added to the Start Window upon installation and must be added
manually
File Explorer->Local Disk(C)->Program Files->Intel®->Intel® Rapid Storage
Technology->IAStorUI.exe (right click and pin to start)

Based on the available hardware and your computer's configuration, you may be
able to create a volume by selecting the ‘easy to use’ options such as ‘Protect
data’ under ‘Status’, or by selecting a volume type under ‘Create’. Based on the
number of non-RAID disks available to you and the size of the disks the user will
only be able to see the possible volume creation options... (Example: If you have
only two disks ...you can only see options to create RAID 0, RAID1 and Recovery
(Intel® RRT); if you have three disks, you can only see options for creating RAID
0, RAID 1, RAID5 and Recovery)

Note: To create a volume the user must be in admin mode and the system must be
in RAID Ready mode with two or more hard disks connected to it

Instructions to create a volume by selecting volume type under ‘Create’
a. After selecting the volume type to create, click on *Next’

b. Now configure the volume by providing the volume name, selecting the hard
disks to be part of the volume and strip size if applicable

NOTE: When configuring a volume, the application will only list the disks that
meet the min requirements to be part of the volume. Based on the first disk
selected or the order of selection, some disks may become grayed out if one
or more requirements are not met. Changing the order of selection generally
helps re-enable disks that were grayed out. For Ex: If the first selection is a
system disk, only disks that are of equal or greater size will be presented for
selection and other remains grayed out. For more information on disk
requirements refer ‘creating a volume’ under help file in the UI.

c. Once the disks are selected for volume creation, the user will be presented
with option, if you want preserve data on which selected disk. Click on ‘Next’
and select the ‘Create Volume’ button.

After the RAID volume is created, you will be shown a dialog box stating that the
RAID volume was successfully created and you will you will need to use Windows*
Disk Management or other third-party software to create a partition within the
RAID volume and format the partition. Click OK to close this dialog box.

After formatting the partition, you may begin to copy files to, or install software
on, the RAID volume.

Using Intel® RST Legacy Option ROM User
Interface

Upon re-boot, you will see the option ROM status message on the screen - press
CTRL-I to enter the Intel® Rapid Storage Technology option ROM user interface.
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2. In the Main Menu, select option #1 ‘Create RAID Volume’. Enter the name you

want to use for the RAID volume, then press Enter.

3. Select the RAID level by using the arrow keys, then press Enter.

4. Press Enter to select the disks to be used by the array that the volume will be

created on. Press Enter when done.

5. Select the strip size (128 KB is the default for RAID 0) by using the arrow keys,

then press Enter when done.

6. Enter the size for the RAID volume in gigabytes. The default value will be the

maximum size. If you specify a smaller size, you will be able to create a second
volume in the remaining space using the same procedure.

7. After this is done, exit the Option ROM user interface.

Using Intel® Rapid Storage Technology UEFI User
Interface

Note: This section is motherboard manufacturer dependent. Where/how the

chooses to implement the UEFI UI is based on their preference.

1. Upon re-boot, launch the Intel® RST UEFI user interface (HII compliant)

Aptio Setup Utility - Co hi {[C 9 American Megatrends, Inc.

£

Intel (R) RST 11.5.0.1404 SATA Dri?er¢ This page allows you to =
create a RATID volume =

. 33

3

3

Non-RAID Phy=sical Di=s 3
Port 0, WDC WDBOOBEVI-TS5ZCTZ2 WD-WXRIE3CK... 2
Port INTEL S55D5C2MH120A2 EL0461004G12... 2
k-

11
Port 3, WDC WDBOOBEVT-75ZCT2 WD-WXR1E3ON. .. = H
Port 4, Hitachi HTS5545032BSA300 07PBECOO...

> Belect BCresn

s Seleck Ttem
Enter: Select

+/-: Change Opt.
Fl: General Help
F2: Discard Changes
F3: Setup Defaults
E4: Sawe ESC: Exit

e T T T T T e T e e T P P T A e o T s

P oMW W W W W W W W

The UEFI Ul is divided into three main sections:

e Section 1 is the main section.
— It displays RAID configuration and status information
— It displays Intel® RST UEFI driver version (see arrow #4 in figure above)
— It displays physical devices enumerated by the Intel® RST UEFI driver that are
not part of the RAID volume
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e Section 2 gives a brief description of current page of the UI

e Section 3 gives information on how to navigate within the current page of the UEFI
UL

Note: This section is not implemented by the Intel® RST UEFI driver and is specific
to the BIOS that was used for documentation purposes.

2. In the Main Menu, select ‘Create RAID Volume’

a. Enter the name you want to use for the RAID volume, then press <Enter>.

Aptio Setup Utility - Copyright

Adwvanced

7 Create RAID Volume *Enter a unigue wvolume 3
2 *name that has no 2
3 3special characters and 3
7 RAID Level: [RATIDO (S5tripe) ] *ias 16 charactera or 3
2 Szt 2
2 Seloct Digks: 3 3
* Port 0, WDC WDBOOBEWT [1 2 =
* Port 1, INTEL S55D5C2M [1 2 3
3 Port 3, WDC WDEBOOBEWT [1 A Hel
* Port 4, Hitachi HTS54 [1 SARAAARFADPAAARFFAARAARRRIG = =
3 SEraE Sioilioieir EHeeoo 3
3 Strip Size: [16KkE] A= Selece LEcm 3
7 Capacity (MB): L] FENEEESNC = le=F 3
=l *4+/-: Change Opt. =
3 Create Volume iF1: General Help 3
2 *F2: Discard Changes 3
2 SBelect at least two disks *F3: Setup Defaults 3
2 3 Egisl Saye ESET T ERIE 2
= 3 k]

b. Scroll down to ‘RAID Level” and press <Enter> to select a RAID level.
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Aptio Setup Utility — Copyright (C) 200% American Megatrends, Inc.
Advanced
* Create RATD Volume #S5elect RATID Level 3
3 k] k]
* Name: VolumeQ 2 3
= = =
3 k] k]
? Select Disks: 3 3
* Port 0, WDC WDESOOBEVT [1 3 3
* Port 1, INTEL SSDSC2M [1 a H
* Port 3, WDC WDESOOBEVT [1 2 23
= Port 4, Hitachi HTS54 [1 SAARARARARARRAARRAARARARRR ==
3 Izo: SeleckE Berecn 3
3 Strip S5ize: [16kB] A= Seleck FEem 3
3 Capacity (MB): 1] HEEek Sk 3
= 34+/—: Change Opt. |
3 Create Volume 2F1: General Help 3
3 7F2: Discard Changes 3
2 Select at least two disks 2F3: Setup Defaults 3
3 IF4: Save ESC: Fxie 3

c. Scroll down to ‘Select Disks’ and at each disk that you wish to include in the
RAID volume press <space bar>

Aptio Setup Utility - Copyright (C) 09 American Megatrends,
* Create BAID Volume X — o Selece Disk &
= = k-1
* Hame: VolumeD 2 3
¥ RAID Lewvel: [RRAIDO (Stripe) ] A 3
3 3 3
2 Select Tisks: 2 3
* Port 0, WDC WDEBOOBEVT il 2 L
*# Port 1, INTEL SSDSC2ZM Ll A o
# Port 3, WDC WDBOOBEVT [X] A 3
2 B S = E RS ER e 3
3 Scrip Size: [16KE] 3= Select IEem 3
* Capacity (MB): 152633 EEREC R o 3
= *4+/-: Change Opt. =
* Create Volume *Fl: General Help Ei]
£ *F2: Dizscard Changes 2
a #F3: Setup Defaults =
2 2F4: Savye (ESEC I EXTE &
= = k-1

d. Next scroll down to ‘Strip Size’ and press <enter> to select a Strip size or
continue if you wish to use the default strip size

User Guide 103



®
l n tel Creating a RAID Volume

Aptio Setup Utility - Copyright >) 2009 American Megatrends,
* Create RATD Volume IStrip size help 3
= k] 3
* Hame: VolumeD 2 3
3 RAID Lewvel: [BAIDOD (Stripe) ] A 3
k-1 = =z
B LT T EREG ERE 2 3
* Port 0, WDC WDSOOBEVT [1 2 3
® Port 1, INTIEL 55D5C2M [1 2 3
* Port 3, WDC WDSOOBEVT [X] 2 3
* Port 4, Hitachi HTS554 [X1 FRAAAARRAARRAAAARAARAARAAR =
3 B S el ECENS EreET. 3
2 NS el eE N e &
* Capacity (MB): 152633 R s P e 3
* *4+/-: Change Opt. %
* Create Volume *Fl: General Help 23
2 *F2: Discard Changes 3
2 *F3: Setup Defaults 4
2 AF4: Save ESE: Exik 3
3 3 3

e. Next scroll down to ‘Capacity (MB)’ where the maximum capacity is selected
and displayed in MB. To select a smaller capacity for the RAID volume, type
in the size in MB that you wish to use

2009 American Megatrends,

* Create BATID Volume *Capacity in MB 3
k-1 = 3
* Hame: VolumeD 2 3
3 RAID Lewvel: [RATIDOD (Stripe) ] A 3
k1 3 3
= b (BRE] S5l 2 3
* Port 0, WDC WDSOOBEVT [1 2 3
3 Port 1, INTEL SSDSC2M [1 A 3
* Port 3, WDC WDBOOBEVT [X] 2 3
* Port 4, Hitachi HTS54 [X1 SARARRARRADPAARRRRARAAAARG =
2 SEest EsiligmE EEesT 3
3 Strip Size: 2= Sl e=E N Eem) a3
3 FEnEer: Select 3
=l *+/-: Change Opt. B
3 Create Volume 3F1: General Help =2
2 3F2: Discard Changes 3
2 *F3: Setup Defaults 3
2 AF4: Save ESC: EEIG G
k1 3 3

f.  Next scroll down to ‘Create Volume’ and press <Enter>

3. After this is done, exit the Intel® RST UEFI UI.

Note: The “Create Volume” action will only be enabled if the RAID volume options
selected will result in a valid configuration.
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4. Changes in HII, Beginning with Intel® RST UEFI 13.0, for PCle* Devices include
new labeling for Devices and multiple controller management ability.
e Device Ids humbering scheme =
<Device Type><Controller ID>"."<Device ID>

e Example below: “PCle* 1.0”

intel,

Select to

Intel (R) RST 12.1.0.2088 RAID Driver
informati

MNon-RAID Physical Disks:

465 .7GE
1300149,
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Deleting a RAID Volume

7.1

7.2

7.3
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Note:

RAID volumes can be deleted in three different ways. The method most widely used
by end-users is the Windows* user interface utility. The second method is to use the
Intel® Rapid Storage Technology Option ROM user interface. The third way, used by
OEMs only, uses the RAID Configuration utility.

Using Intel® Optane™ Memory and Storage
Management UI

Refer to Section_4.1 Deleting RAID Volume.

Using Intel® RST User Interface Utility

1. Run the Intel® Rapid Storage Technology UI from the following Start menu link:

Start>All Programs—>Intel® Rapid Storage Technology >Intel® Rapid Storage
Technology Ul

2. Under ‘Status’ or ‘Manage’ Click on the volume you want to delete. The user will
be presented with the volume properties on the left.

3. Click on ‘Delete volume’
4. Review the warning message and click ‘Yes’ to delete the volume.

5. The ‘Status’ page refreshes and displays the resulting available space in the
storage system view. You can now use it to create a new volume.

Using Option ROM User Interface

1. Upon re-boot, you will see the Intel® Rapid Storage Technology option ROM
status message on the screen — press CTRL-I to enter the option ROM user
interface.

2. Within this UI, select option #2 ‘Delete RAID volume’.

3. You should be presented with another screen listing the existing RAID volume.

4. Select the RAID volume you wish to delete using the up and down arrow keys.

5. Press the Delete key to delete the RAID volume

6. Press Y to confirm.

Option #3 ‘Reset Hard Drives to Non-RAID’ in the option ROM user interface may also
be used to delete a RAID volume. This resets one or more drives to non-RAID status,
by deleting all metadata on the hard drives. This has the effect of deleting any RAID
volumes present. This function is provided for re-setting the hard drives when there is
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a mismatch in RAID volume information on the hard drives. The option #2 ‘Delete
RAID Volume’ on the contrary, will allow deleting a volume at a time, while retaining
the existing RAID array metadata (for instance Matrix RAID).

7.4 Using Intel® RST UEFI User Interface

Note: This section is manufacturer dependent. Where/how the OEM chooses to implement
the UEFI UI is based on manufacturer preference.

1. Upon re-boot, enter the system BIOS and select the Intel® Rapid Storage
Technology menu for the UEFI user interface

2. In the Main Menu, go to the ‘RAID Volumes’ section, highlight the volume to be
deleted and press <Enter>

a. Select ‘Delete’, then press <Enter>.

b. At the dialogue box press <Enter> to confirm the deletion of the volume

Note: All data on the volume will be lost!)

3. After this is done, exit the Intel® RST UEFI UI.
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Build a SATA RAID O, 1, 5 or 10 System

This is the most common setup. This configuration will have the operating system
striped for RAID 0, or mirrored for RAID 1, or striped with parity for RAID 5, or
mirrored and striped across two or up to four drives for RAID 10. All RAID member
drives must be from the same BUS PROTOCOL GROUP. To prepare for this, you must
have the Intel® RAID driver on a floppy drive (USB). Procedure for creating this
floppy (USB) is provided in this document, in the later sections.

1. Assemble the system using a motherboard that supports Intel® Rapid Storage
Technology and attach the drives depending on the RAID level that will be built.

2. Enter System BIOS Setup and ensure that RAID mode is enabled. This setting
may be different for each motherboard manufacturer. Consult the manufacturer’s
user manual if necessary. When done, exit Setup.

Using Legacy OROM User Interface

1. Upon re-boot if your system is using a legacy OROM, you will see the Option ROM
status message on the screen - press CTRL-I to enter the Intel® Rapid Storage
Technology Option ROM user interface.

2. Within this UI, select option ‘1. Create RAID Volume’. When ‘Create RAID Volume’
menu is displayed, fill the following items:

a.

b.

Name: Enter a volume name, and press Enter to proceed to next menu item,

RAID Level: select RAID level (0, 1, 5, 10), and press Enter to proceed to next
menu item;

Disks: press Enter on ‘Select Disks’ to select the hard drives to be used for
your configuration.

Within the ‘SELECT DISKS’ window, choose the hard drives and press Enter to
return to the ‘MAIN MENU".

Strip Size: Applicable for RAID levels 0, 5, and 10 only. You may choose the
default size or another supported size in the list and press Enter to proceed to
the next item.

Capacity: The default size would be the maximum allowable size summation of
all the drives in your configuration. You may decrease this volume size to a
lower value. If you specified a lower capacity size volume, the remaining
space could be utilized for creating another RAID volume. Press Enter to
proceed to the next item.

Create Volume: Press Enter to create a volume.
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h. Press 'Y’ to confirm the creation of volume.

After this is done, exit the Intel® Rapid Storage Technology option ROM user
interface by pressing the Esc key or Option #4.

Begin OS setup by booting from the Windows* OS installation CD.

Installation procedures as follows: Use the ‘load driver’ mechanism when
prompted. Insert a USB key with the Intel® RST driver and browse to the
directory on the USB key where the driver that you wish to install is located.
Select the driver INF file. If correct the proper Intel® controller for your system
will be shown. Continue the driver install.

Finish the Windows* installation and install all other necessary drivers.
Install the Intel® Rapid Storage Technology software package obtained from the

Intel® VIP website. This will add the Inte/® Rapid Storage Technology UI that can
be used to manage the RAID configuration.

Using UEFI HII User Interface

1.

Upon re-boot if your system is using the Intel® RST UEFI Driver and the HII
protocol is in the system BIOS, you will see the Intel® Rapid Storage Technology
option within the BIOS setup menu.

Select this menu. Choose the ‘Create RAID Volume’. When ‘Create RAID Volume’
menu is displayed, fill the following items:

a. Name: Enter a volume name, and press Enter to proceed to next menu item,

b. RAID Level: select RAID level (0, 1, 5, 10), and press Enter to proceed to next
menu item;

c. Disks: press space bar to ‘Select Disks’ to select the devices to be used for
your configuration.

d. Within the 'SELECT DISKS’ window, choose the devices and press Enter to
return to the ‘MAIN MENU'.

e. Strip Size: Applicable for RAID levels 0, 5, and 10 only. You may choose the
default size or another supported size in the list and press Enter to proceed to
the next item.

f. Capacity: The default size would be the maximum allowable size summation of
all the drives in your configuration. You may decrease this volume size to a
lower value. If you specified a lower capacity size volume, the remaining
space could be utilized for creating another RAID volume. Press Enter to
proceed to the next item.

g. Create Volume: Press Enter to create a volume.

h. Press 'Y’ to confirm the creation of volume.

After this is done, exit the Intel® Rapid Storage Technology menu HII user

interface by pressing to save changes and the Esc key.
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4. Begin OS setup by rebooting from the Windows* OS installation CD.

5. Installation procedures as follows: Use the ‘load driver’ mechanism when
prompted. Insert a USB key with the Intel® RST driver and browse to the
directory on the USB key where the driver that you wish to install is located.
Select the driver INF file. If correct the proper Intel® controller for your system
will be shown. Continue the driver install.

6. Finish the Windows* installation and install all other necessary drivers.

7. Install the Intel® Rapid Storage Technology software package obtained from the
Intel® VIP website. This will add the Inte/® Rapid Storage Technology UI that can
be used to manage the RAID configuration.

Building a "RAID Ready” System

The following steps outline how to build an Intel® “RAID Ready” system with
OS installed on a single SATA hard drive. A "RAID Ready” system can be
upgraded to RAID 0, RAID 1, RAID5 or RAID 10 at a later time using the RAID
migration feature built into Intel® Rapid Storage Technology. Intel® RST
enables you to install additional SATA hard drives, and then migrate to a RAID
level volume without re-installing the operating system.

1. Assemble the system using a motherboard that supports Intel® Rapid Storage
Technology with Intel® Rapid Storage Technology OROM integrated into the BIOS
and attach one SATA hard drive.

2. Enter System BIOS Setup; ensure that RAID mode is enabled. This setting may be
different for each motherboard manufacturer. Consult your manufacturer’s user
manual if necessary. When done, exit Setup.

3. Begin Windows* Setup by booting from the Windows* OS installation CD.

4. Installation procedures as follows: Use the ‘load driver’ mechanism when
prompted. Insert a USB key with the Intel® RST driver and browse to the
directory on the USB key where the driver that you wish to install is located.
Select the driver INF file. If correct the proper Intel® controller for your system
will be shown. Continue the driver install:

5. Finish the Windows* installation and install all other necessary drivers.

6. Install the Intel® Rapid Storage Technology software package obtained from the
Intel® VIP website. This will add the Inte/® Rapid Storage Technology UI that can
be used to manage the RAID configuration.

Migrating RAID 0 or RAID 1 on Existing “"RAID
Ready” System

If you have an existing "RAID Ready” system then you can use the following steps to
migrate from a single-drive non-RAID configuration to a two drive RAID 0 or RAID 1
configuration. To prepare for this, you will need to install another drive with a capacity
equal to or greater than the capacity of the drive being used as the source hard drive
and belong to the same BUS PROTOCOL GROUP as the source drive.

1. Note the port number of the source hard drive already in the system; you will use
this to select hard drive for preserving data for the migration.

User Guide



Common RAID Setup Procedures ‘ i n te l °)

8.4

User Guide

2. Install the second drive on the system.

3. Boot Windows, then install the Intel® Rapid Storage Technology software, if not
already installed, using the setup package obtained from a CD-ROM or from the
Internet. This will install the necessary Intel® Rapid Storage Technology UI and
start menu links.

4. Open the Intel® Rapid Storage Technology UI from the Start Menu and select the
volume type under Create from the Actions menu. Click on 'Next’

5. Under the configure options provide the volume name , select disks

6. When the disks are selected, the user will be presented the option to select the
disk on which to preserve the data. Here the user need to select the right disk on
the which the data needs to preserved and migrated

7. After the migration is complete, reboot the system. If you migrated to a RAID 0
volume, use Disk Management from within Windows* in order to partition and
format the empty space created when the two hard drive capacities are combined.
You may also use third-party software to extend any existing partitions within the
RAID volume.

Migrating Existing Data Hard Drive to a RAID O or
RAID 1 Volume

If you are booting from a parallel ATA (PATA*) drive that contains the operating
system, you may use the Intel® Rapid Storage Technology to create a RAID O or
RAID 1 volume on two SATA drives. Also, if you have a single SATA hard drive that
contains program or personal data, you may use the migration feature to use this
hard drive as the source hard drive for a migration. After the migration is completed,
you will have a two hard drive RAID 0 volume where data is striped or a two hard
drive RAID 1 volume where the data is mirrored across the two SATA hard drives. To
do this, the PCH I/O RAID Controller must be enabled in the BIOS and you must have
the Intel® Rapid Storage Technology software installed.

Begin with a system where you are booting from a PATA hard drive. Make sure the
PCH I/0O RAID controller is enabled and the Intel® Rapid Storage Technology is
installed. Then do the following:

1. Note the serial number of the SATA hard drive that is already installed. You will
use this to select it as the source hard drive when initiating the migration.

2. Physically attach the second SATA hard drive to the available SATA port.

3. Boot to Windows*, install the Rapid Storage Technology software, if not already
installed, using the setup package obtained from a CD-ROM or from the Internet.
This will install the necessary Intel® Rapid Storage Technology UI and start menu
links.

4. Open the Intel® Rapid Storage Technology UI from the Start Menu.

5. Follow steps 4 to 7 in section Migrate to RAID 0 or RAID 1 on an Existing "RAID
Ready” System
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Migrating from One RAID Level to Another

Common RAID Setup Procedures

RAID level migration allows an existing RAID configuration to be migrated to another
RAID configuration. The following migrations are possible.

Not all migrations are supported on all chipsets. The support varies depending on the
chipset and the ports supported on the chipset (For supported migrations for each

chipset Intel® Rapid Storage Technology product requirements document):

Change Type From

To

2-disk recovery volume

2-disk RAID 1

2-disk RAID 1 2-disk recovery volume
2-disk RAID 0

2-disk RAID 1 3, 4, 5 or 6-disk RAID 0
3, 4, 5 or 6-disk RAID 5

2-disk RAID 0 3, 4, 5 or 6-disk RAID 5

3-disk RAID 0 4, 5 or 6-disk RAID 5

4-disk RAID 0 5 or 6-disk RAID 5

4-disk RAID 10

4, 5 or 6-disk RAID 5

In order for the migration options to be accessible, the minimum required SATA hard

drives for the RAID level have to be met.

Follow the procedure illustrated below:

1. Start the Intel® Rapid Storage Technology UI application:

Start Menu ->All Programs -> Intel® Rapid Storage Technology -> Intel® Rapid

Storage Technology UI

2. Under 'Status' or 'Manage’, in the storage system view, click the array or volume
to which you want to modify. The volume properties now display on the left.

3. Click 'Change type'.

4. In the 'Change Volume Type' dialog, type a new name if you want to change the

default name.

5. Select the new volume type, and then click 'OK".

6. The 'Manage' page refreshes and reports the new volume type.

7. After the migration starts, you can view the migration progress under status.

8. When the Status field indicates volume as ‘Normal’, the migration is complete.
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8.6 Creating RAID Volume on Intel® SATA Controller
While Booting to Different Controller

This configuration is for users who would like to use a RAID 0 volume as a high-
performance data hard drive or use the data redundancy properties of RAID 1.
Starting with a configuration where the system is booting to a Windows*, with
installation on a different disk controller, the user can add two SATA hard drives and
create a RAID volume on them.

1. Physically install two SATA hard drives to the system.

2. Enter System BIOS Setup; ensure that RAID mode is enabled. This setting may be
different for each motherboard manufacturer. Consult your manufacturer’s user
manual if necessary. When done, exit Setup.

3. Boot to Windows; install the Intel® Rapid Storage Technology software, if not
already installed, use the setup package obtained from a CD-ROM or from the
Internet. This will install the necessary Intel® Rapid Storage Technology UI and
Start menu links.

4. Use the Intel® Rapid Storage Technology UI to create a RAID 0 volume on two
SATA drives according to the procedure in section Using Intel® Rapid Storage
Technology UI of this document.

5. After the RAID volume is created, you will need to use Windows* Disk
Management or other third-party software to create a partition within the RAID
volume and format the partition. At this point, you may begin to copy files to, or
install software on, the RAID volume.

8§
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RAID Volume Data Verification
and Repair Feature

9.1

9.2
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This feature is available starting with Intel® Matrix Storage Manager 6.1.

Verifying and Repairing Volume Feature

The RAID volume verification feature identifies any inconsistencies or bad data on a
RAID 0, RAID 1, RAID 5, or RAID 10 volume and reports the number of
inconsistencies or number of blocks with media errors found during RAID volume data
verification.

When the verification process is complete, a dialog will appear that displays the
number of verification errors, verification errors repaired and blocks with media errors
that were found.

Follow the below steps to start RAID volume data verification:

1. Under ‘Status’ or ‘Manage’ click on the RAID volume you want to perform the
verify operation under ‘storage system view’. The volume properties now display
on the left.

2. Click on ‘Advanced’ and then Click on ‘Verify’

3. For RAID 0 the verification process starts once you click ‘verify’. For RAID1, 5, 10,
Recovery volumes, a dialog box with check box option to repair the errors found
automatically during the verification process is present. If the user wants to
perform repair, you can select this box and then click ‘verify’.

4. The verification progress is shown under ‘status’
5. When the verification process is complete and the volume status is set to normal,
now you can click on the volume under ‘status’ or ‘manage’. Under the volume

properties to the left under ‘Advanced’ you can view the number of verification
errors, verification errors repaired and blocks with media errors that were found.

Verifying and Repairing Scheduler

The Verify and Repair feature includes a scheduler for the Verify and Repair (V and R)
operation. To enable the scheduler, perform the following procedure:

Pre-conditions: UI installed, at least 1 RAID volume on the system that is initialized, in
normal state, and a valid RAID type (RRT, RO**, R1, R5, R10) **RAID 0 volumes
can only do a Verify; they cannot be repaired

1. Login to Windows* and launch the Intel® RST UI and click on the ‘Preferences’ tab
at the top of the UI
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From the ‘Preferences’ page, select the ‘Scheduler’ button on the left navigation
pane to display the

Check mark the ‘*Enable scheduler’ checkbox

Select ‘Recurrence’ schedule: Once (default), Daily, Weekly, or Monthly

Select the ‘Start Date’; day for the scheduler to begin/run the V and R operation
Select the ‘Time’ of the scheduled runs on a 24-hour clock

Select the ‘Recur every’ schedule: choices will vary depending upon what is
selected for ‘Recurrence’ (this step is not applicable for Recurrence of once)

Select whether or not to Automatically Repair Errors encountered during the Verify
operation

Click ‘Apply Changes’ to enable
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Un-Installation
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Uninstalling the RAID driver could potentially cause an end-user to lose access to
important data within a RAID volume. This is because the driver can only provide
functionality for the Intel® SATA RAID controller. Therefore, Intel® does not provide
a way to permanently remove the driver from the system. However, disabling the
Intel® SATA RAID Controller causes the operating system to not use the RAID driver.

The uninstallation application that is included with the Intel® Rapid Storage
Technology software can remove all components except the RAID driver (i.e. it
removes the UI application, Start Menu links, Control Panel Applet, etc.).

Use the following procedures to remove the Intel® Rapid Storage Technology software
or to disable the SATA RAID controller:

Un-Installing Intel® RST Software (Except RAID
Driver)

1. Run the Uninstall program from the following start menu link:
2. Start>All Programs—>Intel® Rapid Storage Technology > Uninstall

3. The first dialog box that appears gives you the option of un-installing all
components of the Intel® Rapid Storage Technology software except the RAID
driver. Click ‘OK’ to do so.

4. The next dialog box is a confirmation that you would like to un-install all
components of the software except the RAID driver. Click ‘Yes’ to confirm.

5. All components of the software will be un-installed except the RAID driver. You
should no longer see any Start menu links to the UI application or a control panel
applet for Intel® Rapid Storage Technology. However, the RAID configuration
should still function normally.

Un-Installing Intel® Optane™ Memory and
Storage Management UI (Except RAID Driver)

1. Run the Uninstall program from the following start menu link:

2. Start>All Programs—> Intel® Optane™ Memory and Storage Management UI
->Uninstall

3. The first dialog box that appears gives you the option of un-installing all
components of the HSA software except the RAID driver. Click ‘*OK’ to do so.

4. All components of the software will be un-installed except the RAID driver. You
should no longer see any Start menu links to the UI application or a control panel
applet for Intel® Optane™ Memory and Storage Management UL. However, the
RAID configuration should still function normally.
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10.3 Disabling RAID Driver by Disabling RAID
Controller

Warning: If you use this method and your computer’s operating system is installed to a
disk attached to the Intel® SATA RAID Controller, you will no longer be able to
boot into that operating system!

1. Enter System BIOS Setup and disable RAID Mode. This setting may be different
for each motherboard manufacturer. Consult your manufacturer’'s user manual if
necessary. When done, exit Setup.

2. Reboot the system (The OS must have been installed on a disk not attached to the
Intel® SATA RAID controller). You should no longer see the RAID Option ROM
status screen during boot, and you should no longer see the Intel® SATA RAID
Controller in Device Manager.

3. At this point, Windows* will no longer be using the RAID driver and you will not
have Intel® RAID functionality. All data contained in existing RAID volumes
will no longer be accessible. To re-enable Intel® RAID functionality, re-enter
System BIOS Setup and re-enable RAID mode.

Note: To Uninstall: End-users can use this same procedure to disable the Intel® SATA
RAID Controller if necessary. In fact, the uninstall program used in section 10 of this
document will display a text file with a similar procedure. Run the Uninstall Program,
click ‘*Cancel’ when presented with the first dialog box, then click ‘Yes’ at the second
dialog box to read the text document containing the procedure.
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11 Intel® Rapid Storage
Technology UI

Note: The Intel® Rapid Storage Technology UI is not required to be installed when the
storage subsystem is operating in AHCI mode. The main benefit of the Intel® RST Ul
is in its management and monitoring of the Intel® RST RAID storage subsystem and
the management and configuration of cache accelerated volumes.

@ Intel® Rapid Storage Technology

- [m} X
Status Manage Intel® Optane™ Memory Performance Preferences Help ‘ intel)
-@? Current Status Storage System View @

Your system is functioning normailly. Q = SATA disk (149 GB) [System)
w 149 GB

Manage
e "i ' PCle 55D (15 GB)
(&) L
Click on any element in the storage system view to manage its properties. “& 15 GB
@ The Windows* write-cache buffer flushing policy can be enabled for all RAID array drives to ensure data CE Internal empty port 1
integrity or disabled to improve data performance. Click the Help icon for more information on setting . P

L3}
the write-cache buffer flushing policy based on your needs. &

% Internal empty port 2
Intel® Optane™ Memory

Intel ® Optane™ memory status: disabled. Enable % Internal empty port 3

Performance

7
Your system can be accelerated in order to improve the overall performance. =

Acceleration using solid-state drives: Disabled Enable (E.\'

11.1 Introduction

The Intel® Rapid Storage Technology Ul is a Windows*-based application that
provides users monitoring and management capabilities for the Intel® RST storage
subsystem. It offers a wide range of monitoring and management activities for the
Intel® RST RAID subsystem (In AHCI mode there are no management or
monitoring capabilities offered by the UI application).

11.1.1 Getting Started

The Intel® Rapid Storage Technology software package provides high-performance
SATA AHCI and SATA RAID capabilities for supported operating systems.

The Intel® Rapid Storage Technology (Intel® RST) UI requires the Microsoft* .NET
4.5 framework beginning with Intel® RST 13.0 release. For prior releases, the Intel®
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RST UI connects and interoperates with the Microsoft* .NET 3.0, 3.5, and 4.0
framework.

Refer to the System Requirements and the online user's manual to set up your
system's configuration and feature support level. You can also review the Readme file
installed with this software or visit Intel®'s online support to learn more about the full
system requirements and RAID BIOS configuration.

RAID enabled systems

Redundant Array of Independent Disks (RAID) refers to multiple independent disks
combined to form one logical drive. The main objective of this technology is to
improve storage system performance, data protection, and increase fault-tolerance.

This technology provides support for the following features:

« Intel® Rapid Recover Technology:

This technology provides full data redundancy by copying data from a designated
source drive (i.e., master disk) to a designated destination drive (i.e., recovery
disk). Data updates of recovery volumes can be continuous or on request.

o Intel® Rapid Storage Technology RAID:

This technology provides the ability to create RAID 0, RAID 1, RAID 5, and RAID 10
volumes on desktop and mobile platforms. Data is distributed across two or more
disks to provide data redundancy (exception of RAIDO) or to enhance data storage
performance.

¢ Intel® Matrix RAID Technology:

This technology allows two independent RAID volumes to be created on a single
array. The first volume occupies part of the array, leaving space for the second
volume. The array may consist of two to six SATA disks depending on the volume
types.

¢ Hot plug:
Also referred to as hot swap, this feature allows SATA disks to be removed or
inserted while the computer is turned on and the operating system is running. As an
example, hot plugging may be used to replace a failed external disk.

¢ Intel® Smart Response Technology caching:
This feature allows you to use a non-system solid state disk and configure it as a
non-volatile intelligent cache device in order to accelerate a disk or volume that is
part of the storage system. This configuration helps improve the overall system
performance.

¢ Volume migration:
This feature provides support for converting system data into a high-performance or
protection RAID configuration.

e Volume size increase:
This feature allows you to increase the data storage capacity of a volume by using
100% of the available array space or by adding one or more SATA disk to an
existing volume.

¢ Password-protected disks:

This feature provides high-level security and protection for the data on your disks
with a password, denying access from any unauthorized user.
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Additional features and technology supported by the driver although not directly
accessible via the Intel® RST UI:

e TRIM:

This feature provides support for all solid state disks (SSDs) in your storage system
that meet the ATA-8 protocol requirements and are not part of an array. This
feature optimizes write operations, helps devices reduce wear, and maintains
unused storage area on devices as large as possible.

Beginning with the Intel® 7 Series chipset the driver supports TRIM on SSDs in a
RAID 0 configuration.

e ODD power optimization:

This feature allows an unused optical disk drive (ODD) to be automatically powered
off when media such as a compact disk, a DVD, or Blu-ray disk are not present in
the drive and the tray! is closed. The ODD is powered back on by the operating
system or user interaction with the device, including when the eject button is
pressed. ODD power optimization is particularly valuable for mobile computers as
battery life is negatively affected when the ODD is powered on and in an idle state.
This feature is only supported on the following system configurations: Intel® 6
Series Chipset or later, compatible motherboards, and compatible ODDs. For more
information about compatibility requirements, refer to the SATA specifications
available at www.sata-io.org

1 For slot-loadable drives, the tray condition does not apply.

¢ Native command queuing:

A feature that allows SATA disks to accept more than one command at a time.
When used in conjunction with one or more disks that support NCQ, storage
performance is increased on random workloads by allowing the disk to internally
optimize the order of commands.

e Hybrid Hinting:
This feature supports the use of Solid-State Hybrid Drives (SSHD). SSHD’s are hard
disks that contain Flash memory for use as a cache to store frequently accessed

data. The driver provides hints to the SSHD to notify the drive which data would be
best to store in the data cache.

o Disks of more than two terabytes:

This feature provides support for hard disks and solid state disks with a capacity
greater than 2 TB that are reported as pass-through devices (available) or used in a
RAID configuration. In addition, booting from a system disk greater than 2 TB is
allowed as long as the version of the option ROM in your system supports this
feature.

Note: If a source disk is greater than 2TB and using the MBR partitioning scheme, the
application will not allow data preservation in order to create a volume. Instead, a
new volume will be created with no partition on it. Also, if the operating system is
Windows* XP, capacity expansion operations will not be allowed for volume sizes
equal or greater than 2TB.

¢ AHCI-enabled systems:

Advanced Host Controller Interface (AHCI) is an interface specification that
automatically allows the storage driver to enable advanced SATA features, such as
Native Command Queuing and Native Hot Plug, on the SATA disks connected to
your computer. The following features are supported on AHCI-enabled systems:
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— Native command queuing

— Hot plug

— Disks of more than two terabytes (if that size is supported by the
Intel® RST UEFI pre-0S driver or legacy OptionROM)

— Password-protected disks

— ODD power optimization (Microsoft* Windows* Vista and higher)

— Dynamic Storage Acceleration

— Hybrid Hinting

Understanding the Application

The Intel® Rapid Storage Technology application allows you to optimize and maintain
a healthy storage system by creating volumes, customizing performance settings and
managing storage system elements. This section provides you with a general overview
of a storage system configuration and an individual review of all the areas contained in
this application.

Storage System Configuration

The storage system combines hardware capabilities with RAID technology to provide
flexible data storage units on your computer. Each data storage unit, or RAID
configuration, consists of three elements that include physical SATA disks, one or two
volumes, and one array. When at least one volume is present on the system, these
elements are represented in the storage system view of the Status and Manage areas.

In this section, we describe each of these RAID configuration elements and explain
how they relate to each other.

e Array

An array is a collection of two or more SATA disks in a RAID configuration and is the
highest element in the hierarchy of a storage system. Once a volume is created, the
disks you used to create that volume form an array. Refer to the Creating Additional
Volumes topic for details on how you can create two volumes across the same
disks. An array can include one or two RAID volumes if the hardware allows it.

e Volume

A volume is the storage area on two or more disks whose type dictates the
configuration of the data stored. If you created a volume for data protection, then
your storage system may include a RAID 1 volume spanning two SATA disks, which
mirrors data on each disk.

e Disks

A disk (i.e., hard disk or hard disk drive) physically stores data and allows
read/write data access. If a disk is used to create a volume, it becomes an array
disk because it has been grouped with other disks to form an array.

The storage system can also include ATAPI devices, which cannot be used to create a

volume. They are a mass storage device with a parallel interface, such as CD-ROM,
DVD/Blu-ray disc, or tape drive.
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Navigation

The application is organized into five main areas depicted by the top navigation
buttons: Status, Create, Manage, Accelerate, and Preferences. Depending on your
computer's configuration and available hardware, Create and Accelerate may not be
available.

Status

The 'Status' area provides a general state of health of your storage system. If a status
other than normal is reported, the Manage sub-section will be available to provide you
with basic information and actions links necessary to return the status to normal.

ol Create

The 'Create' area allows you to create different types of volumes to protect data,
enhance disk performance, optimize disk capacity, or create a custom volume to
combine benefits.

¥
“/ Note

The ‘Create’ area is only available if your computer supports RAID technology, and if
the volume requirements are met. Refer to the Volume Requirements topic for an
exhaustive list of storage system conditions to create a volume.

|
| e
= Manage

The 'Manage' area combines the logical and physical view of your storage system. The
area displays detailed information about each element that is part of the storage
system, such as volumes and disks; the storage system view shows how the selected
element relates to others. Each element has its own 'Manage' area which is accessible
by clicking any element displayed in the storage system view under 'Status' or
'Manage'.

The 'Manage' area also provides the actions available for the selected element, such
as renaming a volume or changing the volume type.

<]

The ‘Accelerate’ area allows you to manage the cache memory configuration using a
non-system solid state disk as a cache device. If the cache is reported in an abnormal
state, detailed information and troubleshooting actions will display. The Acceleration
View is specific to the ‘Accelerate’ area and only displays in this location.

" Accelerate

~4 preferences
The 'Preferences' area allows you to customize system settings by enabling the display

of the notification area icon, and by selecting the type of notifications that you want
the application to display.
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=
“" storage System View

The storage system view has two functions:

e It is a simplified representation of your storage system and displays graphic
elements, such as arrays, volumes, devices, and ports. Each element provides
general attribute information, such as status, name and size. Hovering over each
element provides additional attribute details.

e You can also use the graphical view to access 'Manage' by clicking the storage
system element you want to work with. For example, if an array is present, clicking
the volume opens Manage Volume and clicking one of the array disks will open
Manage Disk for the selected disk.

-
W Acceleration View

The Acceleration View is a graphical representation of the acceleration configuration,
and only displays the devices (disks and volumes) included in this particular
configuration. You can use this view to access the ‘Manage’ page specific to each
represented device by clicking the storage system element for which you want more
detailed information.

Notification Area

The notification area (also called the system tray) is located on your desktop. The
taskbar contains the notification area icon for Intel® Rapid Storage Technology. The
icon provides storage system status and notifications such as volume and disk events
based on a change of state.

The notification area icon will automatically display in the notification area once Intel®
Rapid Storage Technology is installed. Both administrators and standard users can
change the notification area settings using the application or directly from the
notification area. Settings changes are applied on a per user basis, and do not affect
other users’ settings.

Opening the application from the notification area:
1. Right-click the icon.
2. Click 'Open Application'.

The notification area icon can be in the following states:
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Icon Description

'The storage system is reported in a normal state and your data is protected from a disk
failure.

M

'The storage system is reported in a warning state and data may be at risk. We recommend
that you open the application to review and resolve the reported issues.

Il
-

The storage system is reported in an error state and data may be lost. We recommend that
you open the application to review and resolve the reported issues as soon as possible.

m| %

The storage system is reported in a busy state while an operation is in progress. Once the
operation is complete, all actions will be available again, allowing you to manage the storage
system as long as it is reported in a normal state. You can follow the progress of the
operation by hovering over the icon.

This icon is displayed while you are attempting to open the application, but the Intel® Rapid
Storage Technology service has not started running yet. The service is expected to start
automatically with a delay when you launch Windows. This icon appears if you attempt to
launch the application before the delay period ends. If the application fails to open, try
starting the service manually using Microsoft* Windows* Services.

Selecting system notifications:

1. Right-click the icon.

Select the types of notifications you want to receive. The notification area menu
allows you to select or deselect one option at a time. Repeat this procedure until
you are finished with your selection. The same operation can also be completed
using the application, from the ‘Preferences’ area.

To hide the notification area icon, deselect ‘Show the notification area icon’ under
‘System Preferences’.

Reviewing notifications:

1. Hover over the icon at any time to view the storage system status or the
progression of an operation.

2. Small pop-up Windows* will display for a short time to notify you of specific
events, such as a missing disk or the completion of an operation.

3. Open the application to view more details about storage system events in the
'Status' or 'Manage' areas.

Storage System Status

Anytime Intel® Rapid Storage Technology is launched, the application opens to the
'Status' area. This is where the general state of health of your storage system is
reported, both in the storage system view and in details. Depending on the status,
volume creation and management options may be available in order to enhance or
repair your storage system.

Understanding the Status

To get the full benefits of what Intel® Rapid Storage Technology has to offer, it is
critical to maintain a healthy storage system. The application helps you track and
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reports any disk or volume related problems that could put the safekeeping of your
data at risk.

The storage system can be in the following states:

ﬁ Normal

Reports that the system is functioning as expected, SATA disks are present and connected to the computer. If an
array is present, volume data is fully accessible.

Y.y

IME The Create subsection is only available if the storage system meets the minimum requirements to create a
volume. Depending on the available hardware, you may be given the option to create a volume to protect data,
optlmlze the disk performance, or create a custom volume.

::7 The Manage subsection is only available if the storage system reports atypical conditions in a normal state.
Typically, details or a recommended action are provided to help you rectify any storage system conditions. For
example, if a recovery volume was reported as read-only, we would inform you that disk files must be hidden prior|
to requesting updates.

@ The Accelerate subsection is only available if a solid state disk can be used as a cache device and an eligible|
disk or volume can be accelerated. This area typically provides the option to enable acceleration and reports the
cache and accelerated device health state, as well as the current acceleration mode.

EA Warning

Reports that storage system data may be at risk due to a problem detected on one or more SATA disks.

::7 The Manage subsection displays any SATA disk or volume states reported by the storage system that may
require your attention in order to keep data fully protected and accessible. Details or a recommended action are|
provided to help you fix any storage system problems. For example, if the master disk in a recovery volume is
reported as failed, we would recommend that you rebuild the volume to another disk.

“Note

In this state, we recommend that you backup any accessible data before taking action

@ In this state, the Accelerate subsection typically reports that the cache volume is failing possibly because the|
solid state disk is reported at risk of failing (smart event). Details and a recommended action are provided to help
you fix the problem reported on the solid state disk.

3 Error

Reports that storage system data may be lost due to a problem detected on one or more SATA disks.

::3 The Manage subsection displays any SATA disk or volume states reported by the storage system that require|
your immediate attention in order to keep data fully protected and accessible. Details or a recommended action are|
provided to help you fix any storage system problems. For example, if the data on a RAID 1 volume appears
inaccessible due to a failed array disk, we would recommend that you rebuild the volume to another disk.
“ Note
In this state, we recommend that you backup any accessible data before taking action

@ In this state, the Accelerate subsection typically reports that the cache volume has failed possibly because the|
solid state disk has also failed and there is data loss. Details and a recommended action are provided to help you fix
the problem reported on the solid state disk.

Storage System View

The storage system view provides a visual representation of your storage system and
displays arrays, volumes, devices, and ports. Volumes and SATA disks graphics reflect
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their current states, which allows you to quickly identify the element that is causing
the storage system to be in a state other than normal.

Hovering over a designated element in the storage system view provides a snapshot
of its properties. Clicking allows you to access and manage its properties.

Overview of SATA disks states:

as normal.

State Description Recommendation
""'1:2" An internal hard disk is reported normal. None
ﬂ' An external hard disk is reported normal.  [None
ﬂ.’ An internal solid state disk is reported as  [None
normal.
ﬂ.’ An external solid state disk is reported as  |None
normal.
An internal solid-state hybrid disk reported |[None

An internal disk is reported missing.

Ensure that the disk is securely connected to
the SATA port and that the SATA cable is
functioning properly. Refer to the
Troubleshooting section for more information.

An internal disk is reported at risk or
Incompatible.

Back up your data and replace the disks as
soon as possible. Refer to the
Troubleshooting section for more information.

An external hard disk is reported at risk or
incompatible.

Back up your data and refer to the
Troubleshooting section for more information.

An internal solid state disk is reported as
being at risk or incompatible.

Back up your data and refer to the
Troubleshooting section for more information.

An external solid state disk is reported at
risk or incompatible.

Back up your data and refer to the
Troubleshooting section for more information.

An internal disk is reported offline.

Unlock all array disks to unlock the volume.
Refer to the Troubleshooting section for more
information.

An internal recovery disk is reported offline.

e The recovery volume is in on request
update mode. Change the volume
update mode to continuous, if desired.
Or,

e Your computer is running on battery and
data updates to the recovery disk are
not available. Reconnect your computer
to the power supply.

An external disk is reported offline.

Unlock all array disks to unlock the volume.
Refer to the Troubleshooting section for more
information.

An external recovery disk is reported offline.

e The recovery volume is in on request
update mode. Change the volume
update mode to continuous, if desired.
Or,

e Your computer is running on battery and

data updates to the recovery disk are
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State

Description

Recommendation

not available. Reconnect your computer
to the power supply.

An internal disk is reported normal and
locked.

Unlock the disk to access more options.

An external disk is reported normal and
locked.

Unlock the disk to access more options.

An internal hard disk is reported failed.

Refer to the Troubleshooting section for more
information.

An external hard disk is reported failed.

Refer to the Troubleshooting section for more
information.

An internal solid state disk is reported as
failed.

Refer to the Troubleshooting section for more
information.

9849485

An external solid state disk is reported as
failed.

Refer to the Troubleshooting section for more
information.

Volume states:

Volume Type Normal Degraded Failed
Refer to Troubleshooting Refer to Troubleshooting Failed
Degraded Volumes and \Volumes and Caching Issues for
Caching Issues for more more information.
information.
RAID 0 Not applicable

Single-disk (cache)

Single-disk (data)

Not applicable

RAID 1/Recovery

RAID 5

RAID 10

§§888¢

5§68 88¢

Other storage system elements:

ROM, DVD/Blu-ray disc, or tape drive.

Element Description Recommendation
% A port that has no devices connected to it. |None
i An ATAPI device is present, such as CD-None

11.3

Creating a Volume

You can combine SATA disks to create a volume in order to enhance your storage
system. Based on the available hardware and your computer's configuration, you may
be able to create a volume by selecting an enhancement goal, such as ‘Protect data’
under ‘Status’, or by selecting a volume type under ‘Create’. We recommend you get
familiar with the minimum requirements in this section before starting the volume
creation process.
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l'\Warning
Performing this action will permanently delete any existing data on the disks used to
create a volume, unless you choose to keep the data when selecting array disks.
Backup all valuable data before starting this process.

Volume Requirements

Creating a volume is only available as an option if the following requirements are met:
e You are logged on as an administrator.

e The computer is RAID ready (refer to the user’s manual available on Intel®'s online
support web site, for assistance on setting up a RAID ready system).

e Two or more SATA disks, including the operating system disk are connected, in a
normal state, and unlocked (only applies to password-protected disks).

e Each of the SATA disks that are to be part of the RAID volume may not have any
SMART events.

Enabling more disks:

When configuring a volume, the application will only list the SATA disks that meet the
requirements listed below. For example, a locked disk connected to your computer will
not be listed as an option until it is unlocked.

Based on the first disk selected, some disks may become grayed out if one or more
requirements are not met. Selecting a different disk generally helps re-enable disks
that were previously grayed out.

o If the first selection is a system disk, any additional SATA disks selected must be of
equal or greater size to ensure that all the system files are migrated to the new
volume.

o If the first selection is a non-system disk, and a system disk is then selected, the
latter must be of equal or smaller size to ensure that all the system files are
migrated to the new volume.

e A system volume cannot be greater than 2 TB. If your first selection is a system
disk, the total size of the other disks shall not allow the volume size to exceed 2 TB.
Exception: If you are creating a volume using disks that have no existing data, and
your operating system is a 64-bit Edition, the application will allow a volume to be
greater than 2TB.

e The SATA disks used to create a volume must have the same type of connection,
internal or external. An internal disk shall not be paired with an external disk to
create a volume. Some systems will support mixed connection types.

Enabling more volume types:

Depending on the input/output (I/0) controller hub that your computer is using, and
the hardware connected to the system, some volume types may not be enabled in the
selection list. Refer to the Readme file located in the Program Files directory for this
application or to the Device Manager to determine which controller is installed on your
computer. Review the controller support table below to determine which volume types
you can create.
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Note: Intel® 5 Series Chipset applies to both desktop and mobile platforms as well as all
later chipsets.

Volume Number of Controller Support
Type Disks
Recovery 2 ICH9R, ICH9DH, ICH9DO, ICH9M, ICH9M-E, ICH10R,
volume ICH10D, ICH10DO, 5 Series/3400 Series.

NOTE: No other volumes can be present on the system.
The master disk must include 100% of the available
disk space and must be less than 1.3125 TB.

RAID 0 2 ICH7R, ICH7DH, ICH7MDH, ICH7M, ICH9R, ICHODH,
ICH9DO, ICH9M, ICHOM-E, ICH10R, ICH10D, ICH10DO, 5
Series/3400 Series.

RAID 0 3or4 ICH7R, ICH7DH, ICH9R, ICH9DH, ICH9DO, ICH10R,
ICH10D, ICH10DO, 5 Series/3400 Series

RAID 0 50r6 ICHOR, ICH9DH, ICH9DO, ICH10R, ICH10D, ICH10DO, 5
Series/3400 Series.

RAID 1 2 ICH7R, ICH7DH, ICH7MDH, ICH7M, ICH9R, ICH9DH,
ICH9DO, ICH9M, ICH9M-E, ICH10R, ICH10D, ICH10DO, 5
Series/3400 Series.

RAID 5 3or4 ICH7R, ICH7DH, ICH9R, ICH9DH, ICH9DO, ICH10R,
ICH10D, ICH10DO, 5 Series/3400 Series.

RAID 5 5o0r6 ICH9R, ICH9DH, ICH9DO, ICH10R, ICH10D, ICH10DO, 5
Series/3400 Series.

RAID 10 4 ICH7R, ICH7DH, ICH9R, ICH9DH, ICH9DO, ICH10R,
ICH10D, ICH10DO, 5 Series/3400 Series.

11.3.2 Creation Process

Now that you have reviewed the volume requirements, this section will guide you
through the three easy steps necessary to create a volume.

11.3.2.1 Selecting a Volume Type

Before you can create a volume, you need to decide how you want to enhance your
storage system based on your needs. Depending on the available hardware, you may
have the option to combine volume types by creating more than one volume on a
single array. Refer to ‘Creating Additional Volumes’ for more information on this type
of configuration. Below is an overview of the five volume types that you can create.

Creating a two-disk volume from ‘Status’:

This option displays if only two disks are available, one has data such as system files,
the second one does not, and the latter has a size that is equal or greater than the
other. Based on this simple configuration, you can create a volume to protect data or
optimize disk performance by clicking one of the two options listed in the Create
subsection. When choosing this option, the application automatically configures the
volume using the only two disks available and assigns default settings. Refer to the
applicable procedure described in Completing the Process for details.
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1. Click ‘Create’ or 'Create a custom volume' under 'Status’.

2. Select the volume type. Selecting a volume type in the list updates the graphical
representation to provide a detailed description of that type.

3. Click ‘Next’.

Recovery volume: Flexible data protection

Combines two SATA disks and utilizes RAID 1 functionality to copy
data from a designated master disk to a designated recovery disk. Data
updates on the volume can be continuous or on request. In ‘on request’
mode, you can request data updates that copy changes from the master
disk to the recovery disk since the last update. No other volumes can be
present on the system. The master disk must include 100% of the
available disk space and must be less than 1.3125 TB.

Disks required 2

|Advantage [Full data redundancy; more control over how data is copied between master|
and recovery disks; fast volume updates in on request mode; master and|
recovery disk files can be viewed in Windows* Explorer*.

Disadvantage Storage capacity is only as large as the smallest disk.

/Application Critical data protection for mobile systems; fast restoration of the master disk

to a previous or default state. Available in specific mobile configurations.

RAID 1: Real-time data protection

to appear as a mirror of each other.

Combines two SATA disks where each stores an exact copy of the data

s

Disks required 2

|Advantage [Full data redundancy and excellent fault-tolerance; increased read transfer rate.

Disadvantage Storage capacity is only as large as the smallest disk; slight decrease in write
transfer rate.

|Application Typically used in workstations and servers to store critical data. Available in

specific mobile configurations.

RAID 0: Optimized disk performance

Combines two to six SATA disks and breaks down data into units that are|,

spread across the array disks.

Disks required 2 to 6

Advantage Increased data access and storage performance; no loss in data capacity
Disadvantage No data redundancy (if one disk fails, all data on the volume is lost).
|Application Typically used in desktops and workstations to store high performance,

temporary data and software. Various RAID 0 volume configurations available
in specific mobile configurations.
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RAID 5: Efficient data hosting and protection

Combines three to six SATA disks where data and parity are striped across|
the array disks in a rotating sequence. Parity is a mathematical method for|
recreating lost data to a single disk.

IDisks required

3to6

|Advantage Data redundancy; improved storage performance and capacity; high fault-|
tolerance and read performance.

Disadvantage Time-consuming to rebuild and decreased performance during the process.

IApplication Good choice for large amounts of critical data, such as file and application|

servers; Internet and Intranet servers. Available in mobile configurations that]

include the Intel® 5 Series Chipset which supports up to six SATA ports.

RAID 10 : Balanced performance and data protection

Combines four SATA disks to create a combination of RAID types 1+0.
The data is striped across a two-disk array forming a RAID 0 component,|
Each disk in the RAID 0 array is mirrored by a disk in the RAID 1 array,)
storing an exact copy of all the data.

IDisks required 4

Advantage Combines the read performance of RAID 0 with the fault-tolerance of RAID 1,
resulting in increased data access and full data redundancy, and increased|
storage capacity.

Disadvantage 4 disks are required, resulting in increased cost.

|Application High performance applications and high load database servers requiring datal

protection, such as video editing. Available in mobile configurations that
include the Intel® 5 Series Chipset which supports up to six SATA ports.

Configuring the Volume

Once the volume type is selected, you are ready to configure your volume.

Recovery Volume:

1. Type a new volume name if you want to change the default name.

ik wnN

Select the master disk.
Select the recovery disk.
Select a different update mode, if desired.

Click *Next’. This button will not be active until all the required selections have
been made.
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Advanced configuration settings:
e Enable or disable the volume write-back cache.

e Select the check box to initialize the volume. You can choose to perform this
action at a later time.

RAID Volume:
6. Type a new volume name if you want to change the default name.
7. Select the required number of disks.

8. Select the disk from which you want to keep data, if desired. You can only keep
data from one disk. If you want to keep data from more than one disk, you must
back up all valuable data prior to creating a volume.

9. Click ‘Next’. This button will not be active until all the required selections have
been made.

Advanced configuration settings:

e Select the array allocation by using the slider.
e Select a data strip size.

e Enable or disable the volume write-back cache.

e Select the check box to initialize the volume. You can choose to perform this
action at a later time.

Note: Currently, the application does not allow the creation of greater than 2TB volumes
where the source disk is greater than 2TB and data on that disk is preserved (e.g.
system volume). Target disks can be greater than 2TB but such volumes cannot.
This limitation results from the lack of GPT partition scheme support. Note that
volumes greater than 2TB that include member disks greater than 2TB are supported
as long as array disks are unpartitioned or that no data is preserved at volume
creation.

11.3.2.3 Completing the Process

If you are creating a custom volume and have configured the volume with the disk
selection and other settings, you are ready to review the projected configuration and
complete the volume creation process.

If you are creating a two-disk volume for data protection or disk optimization from
'Status', you can follow the procedure provided below.

Creating a two-disk volume from ‘Status’:

1. Under ‘Status’, in the Create sub-section, select the type of volume you want to
create.

2. In the ‘Confirm Volume Creation’ dialog, review the volume configuration. Note
that the volume name is the only setting that can be changed.

3. Click ‘Create Volume'’ to confirm. The process starts immediately.

4. Once completed, a dialog displays to notify you that the volume was successfully
created. Click ‘OK’ to close the dialog.

5. The page refreshes and displays the new volume in the storage system view as
well as the data migration progress.
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Creating a custom volume:

I\ Warning
You can only keep existing data from one of the disks you select to create a volume.
We recommend that you backup all valuable data before proceeding.

If you perform a driver upgrade or downgrade while the data migration is in progress
and then restart your computer, the driver will not be able to recognize the volume or
the data on it. If you are migrating a system volume, you will not be able to restart
your system because the operating system cannot load. If you are migrating a data
volume, you will have to reverse (roll back) that last performed driver update, and
then restart the computer to return to a normal state.

1. Under 'Confirm', review the selected configuration.

2. Click ‘Create Volume' if you want to create the volume using the selected
configuration. Otherwise, click ‘Back” and make any necessary changes. The
process starts immediately.

3. Click 'OK' to confirm.

4. Once completed, a dialog displays to notify you that the volume was successfully
created. Click ‘OK’ to close the dialog.

5. The ‘Status’ area displays the new volume in the storage system view as well as
the data migration progress.

If the size of the new volume is larger than the size of the source drive, the following

steps apply:

6. Once the migration status reports 100% complete, restart your computer for the
operating system to recognize the new volume size.

7. Create a new partition or extend the existing partition to utilize the new volume
space using Windows* Disk Management. If your system is running Microsoft* XP,
you may only have the option to create a new partition.

To open Windows* Disk Manager, click Start, right click My Computer, select Manage,
then in the console tree select Disk Management.

Creating Additional Volumes
Creating multiple volumes on a single array:

You can add a volume to an existing RAID array by creating another volume that uses
the available space on the array. This feature allows you to combine different volume
types and their respective benefits. For example, a configuration with RAID 0 and
RAID 1 on two SATA disks provides better data protection than a single RAID 0 and
higher performance than a single RAID 1.

The first RAID volume occupies part of the array, leaving space for the other volume
to be created. After creating the first volume with an array allocation set to less than
100% in the Configure Volume step, you will be able to add a second volume to that
array.

The configuration is only available if the array allocation for the first volume created is

less than 100%, and space is available on that array. The application currently
supports an array to include a maximum of two RAID volumes.
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1. Click ‘Create’ or 'Create a custom volume' under 'Status'.
2. Select the volume type. Selecting a volume type in the list updates the graphical
representation to provide a detailed description of that type.
3. Click ‘Next'.
4. Select 'Yes' to add the volume to an existing array.
5. Make any necessary changes in the Advanced section.
6. Click ‘Next'.
7. Review the selected configuration. Click 'Back' or an option in the left pane if you
want to make changes.
8. Click 'Finish' to start the creation process.
Supported RAID volume combinations on a single array:
Combine With
2-disk RAID 0 2-disk RAID 0
2-disk RAID 1
2-disk RAID 1 2-disk RAID 0
2-disk RAID 1
3-disk RAID 0 3-disk RAID 0
3-disk RAID 5
3-disk RAID 5 3-disk RAID 0
3-disk RAID 5
4-disk RAID 0 4-disk RAID 0
4-disk RAID 5
4-disk RAID 10
4-disk RAID 5 4-disk RAID 0
4-disk RAID 5

4-disk RAID 10

4-disk RAID 10

4-disk RAID 0

4-disk RAID 5

4-disk RAID 10

5-disk RAID 0 5-disk RAID 0
5-disk RAID 5
6-disk RAID 0 6-disk RAID 0
6-disk RAID 5

Visit our Online Support for additional information on RAID type combinations for each
I/0 controller hub.

Creating additional volumes on a new array:
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You can choose to create two or more volumes on two different arrays, as long as the
volume requirements are met.

1. Click ‘Create’ or 'Create a custom volume' under 'Status'.

2. Select the volume type. Selecting a volume type in the list updates the graphical
representation to provide a detailed description of that type.

3. Click ‘Next'.

4. Select 'No' in order to add a volume to a new array.
5. Select the required number of disks.

6

Select the disk from which you want to keep data, if desired. You can only keep
data from one disk. If you want to keep data from more than one disk, you must
back up all valuable data prior to creating a volume.

7. Make any necessary changes in the Advanced section.

8. Review the selected configuration. Click 'Back' or an option in the left pane if you
want to make changes.

9. Click ‘Next'.
10. Click 'Finish' to start the creation process.

Note: Systems with an Intel® RST OROM older than 9.5, will not recognize 2 volumes on a
single array if the Intel® RST Windows* Driver version is 9.5 and newer.

11.4 Managing the Storage System

The 'Manage' area combines the logical and physical view of your storage system. The
area displays detailed information about each element that is part of the storage
system, such as volumes and disks; the storage system view shows how the selected
element relates to others. Each element has its own 'Manage' area which is accessible
by clicking any element displayed in the storage system view under 'Status' or
'Manage'.

The 'Manage' area also provides the actions available for the selected element, such
as renaming a volume or changing the volume type.
11.4.1 Managing Arrays

You must be logged on as an administrator to perform the actions listed in this
section.

You can manage arrays by clicking a selected array in the storage system view under

'Status' or 'Manage'. This allows you to review the properties and access all actions
associated with that array, such as adding a disk or increasing a volume size.

11.4.1.1 Array Properties
An array is a logical grouping of physical SATA disks. The array properties listed below

display to the left of the storage system view under Manage Array and report values
specific to the element selected in the view.
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Parameter Value
Name Reports the name of the array. The array name is automatically
assigned and cannot be changed.
Size Reports the total capacity of the array in megabytes (MB).
Available space Reports the unallocated space on the array that can be used.
Disk data cache Reports whether the data cache is enabled for all array disks.

Adding Disk to Array

You can add one or more SATA disks to an existing array to increase the system
storage capacity. This feature can be useful if you want to change to a volume type
that requires additional disks.

This option is only available if:
e A RAID 0 and/or a RAID 5 volume is present,
e One or more SATA disks are connected to the computer and available,

e The available disk matches the internal or external connection type of the existing
array disks. You cannot add an external disk to an array that includes internal disks,
and vice versa.

Refer to Connecting a Disk under Managing Disks for more information on installing
SATA disks on your computer.

l"Warning:
Any existing data on the available disk used to increase the array size will be
permanently deleted. Backup all the data you want to preserve prior to executing this
action.

If you perform a driver upgrade or downgrade while the data migration is in progress
and then restart your computer, the driver will not be able to recognize the volume or
the data on it. If you are migrating a system volume, you will not be able to restart
your system because the operating system cannot load. If you are migrating a data
volume, you will have to reverse (roll back) that last performed driver update, and
then restart the computer to return to a normal state.

This action can also be performed from Manage Volume. Refer to the Adding a Disk to
a Volume section for more information.

1. Under 'Status' or 'Manage’, in the storage system view, click the array to which
you want to add a disk. The element properties are now displayed on the left.

2. Click 'Add disk'.
3. Select the disk you want to use to increase the array capacity.

4. Click 'Add Disk'. Caution: Once the data migration starts, the operation cannot be
canceled.

5. Once the migration has completed, restart your computer for changes to take
effect. Then use Windows* Disk Management to increase the partition size on the
volumes for which a disk was added or add another partition.
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To open Windows* Disk Manager, click Start, right click My Computer, select Manage,
then in the console tree select Disk Management

Adding a Volume

You can add a volume to an existing RAID array by combining different volume types
and their respective benefits. For example, a configuration with RAID 0 and RAID 1 on
two SATA disks provides better data protection than a single RAID 0 and higher
performance than a single RAID 1.

The first RAID volume occupies part of the array, leaving space for the other volume
to be created. After creating the first volume with an array allocation set to less than
100% in the Configure Volume step, you will be able to add a second volume to that
array.

This configuration is only available if the array allocation for the first volume is less
than 100%, and space is available on that array. The application currently supports
an array to include a maximum of two RAID volumes on a single array.

You can also complete this action using the ‘Create’ area.

1. Under 'Status' or 'Manage’, in the storage system view, click the array to which
you want to add a volume. The array properties are now displayed on the left.

2. Click 'Create additional volume'.

3. In the 'Create Additional Volume' dialog, type a new name if you want to change
the default name.

Select the volume type, and then click 'OK'. Only the volume types available for
the current configuration will display. Refer to the table below for more
information.

5. The page refreshes and the array now displays the additional volume.

Supported RAID volume combinations on a single array:

Combine With
2-disk RAID 0 2-disk RAID 0
2-disk RAID 1
2-disk RAID 1 2-disk RAID 0
2-disk RAID 1
3-disk RAID 0 3-disk RAID 0
3-disk RAID 5
3-disk RAID 5 3-disk RAID 0
3-disk RAID 5
4-disk RAID 0 4-disk RAID 0
4-disk RAID 5
4-disk RAID 10
4-disk RAID 5 4-disk RAID 0
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Combine With

4-disk RAID 5

4-disk RAID 10

4-disk RAID 10 4-disk RAID 0

4-disk RAID 5

4-disk RAID 10

5-disk RAID 0 5-disk RAID 0
5-disk RAID 5
6-disk RAID 0 6-disk RAID 0
6-disk RAID 5

Visit our Online Support for additional information on RAID type combinations for each
I/0 controller hub.

Increasing Volume Size

You can increase the size of a RAID volume by using the remaining available space on
the array. A minimum of 32 MB must be available for this action to be available.
Hovering over the array name in the storage system view displays the amount of
available space in MB.

After creating a volume with an array allocation set to less than 100% in the
Configure Volume step, you will be able to increase the volume size by the amount of
available space on that array. If two volumes are present on a single array and
capacity expansion is possible, only the space available at the end of the second
volume will be used to increase the volume size.

This option is only available if:
¢ A RAID 0, RAID 1, RAID 5 and/or RAID 10 volume is present,

e The array allocation for the volume is less than 100% and space is available on the
existing array.

L\Warning:
If you perform a driver upgrade or downgrade while the data migration is in progress
and then restart your computer, the driver will not be able to recognize the volume or
the data on it. If you are migrating a system volume, you will not be able to restart
your system because the operating system cannot load. If you are migrating a data
volume, you will have to reverse (roll back) that last performed driver update, and
then restart the computer to return to a normal state.

Increasing the volume size from Manage Array:

1. Under 'Status' or 'Manage', in the storage system view, click the array you want to
manage. The array properties are now displayed on the left.

2. Click 'Increase size' next to the volume name. If more than one volume is present
on a single array, you will need to increase the size of each volume one at a time.
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3. Click 'Yes' to confirm. Caution: Once the data migration starts, the operation
cannot be canceled.

4. Once the migration has completed, restart your computer for changes to take
effect. Then use Windows* Disk Management* to increase the partition size on the
volumes, or add another partition.

Increasing the volume size from Manage Volume:

1. Under 'Status' or 'Manage', in the storage system view, click the volume whose
size you want to increase. The volume properties are now displayed on the left.

2. Click 'Increase size'.

3. Click 'Yes' to confirm. Caution: Once the data migration starts, the operation
cannot be canceled.

4. Once the migration has completed, restart your computer for changes to take
effect. Then use Windows* Disk Management* to increase the partition size on the
volumes or add another partition.

Note: To open Windows* Disk Manager, click Start, right click My Computer, select Manage,

11.4.1.5
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then in the console tree select Disk Management.

Enabling Disk Data Cache

Enabling the disk data cache for all SATA disks on the array allows you to enable
cache memory physically present on the disks and use it to speed up data access. This
action is only available from Manage Array because the data cache must be in the
same state across all disks that are part of a single array.

Under Manage Array, the disk data cache is reported as enabled or disabled for all
SATA disks in the array. Under Manage Disk, the disk data cache is reported as
enabled or disabled for a specific disk that is part of that array. The option to change
this setting is only available from Manage Array.

L\Warning:
Enabling the disk data cache increases the cache size and the amount of cached data
that could be lost in the event of a power failure. The risk can be decreased if your
computer is connected to an uninterruptable power supply (UPS).

1. Under 'Status' or 'Manage’, in the storage system view, click the array you want to
manage. The element properties are now displayed on the left.

2. In the Advanced section, click 'Enable' or 'Disable' depending on the option
available.

3. Click 'Yes' to confirm.
4. The page refreshes and now displays the new setting.

Managing Volumes

You must be logged on as an administrator to perform the actions listed in this
section.

You can manage existing volumes by clicking a volume in the storage system view
under 'Status' or 'Manage'. This allows you to review the volume properties and access
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all actions associated with that volume, such as renaming, changing type, and

deleting.

Volume Properties

A volume is an area of storage on one or more SATA disks used within a RAID array. A
volume is formatted by using a file system and has a drive letter assigned to it. The
volume properties listed below display to the left of the storage system view under
'Manage' and report values specific to the element selected in the view.

RAID volume status table:

Status Description

Normal Indicates that volume data is fully accessible.

Locked Indicates that at least one array disk is locked with a password.
The volume is visible because at least one other array disk is
unlocked. Refer to Unlocking Password-Protected Disks for
instructions on unlocking disks.

Degraded Indicates that one array disk is missing or has failed. A RAID 0

volume cannot be in this state because of the striping
configuration.

Failed

e RAID 0 volume: indicates that one or more array disks are
missing or have failed.

e RAID 1 volume: indicates that both array disks are missing or
have failed.

¢ RAID 5 or 10 volume: indicates that two or more array disks are
missing or have failed.

Incompatible

Indicates that the volume was moved to another system that
does not support the volume type and configuration.

Inaccessible

Indicates that data on the accelerated volume cannot be
accessed because it is missing, or that the accelerated volume
data is not synchronized with the data on the cache volume.

Unknown

Indicates that an unknown error was detected.

Recovery volume status table:

Status Description

Normal Indicates that volume data is fully accessible.

Locked Indicates that at least one array disk is locked with a password.
The volume is visible because at least one other array disk is
unlocked. Refer to Unlocking Password-Protected Disks for
instructions on unlocking disks.

Degraded e The recovery disk has failed, or

e The master disk is missing or has failed and the volume is
running off the recovery disk.

Failed

Indicates that both array disks have failed.

Incompatible

Indicates that the volume was moved to another system that
does not support the volume type and configuration.

Unknown

Indicates that an unknown error was detected.
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Status

Description

Power-saving mode

Indicates that the computer is running on battery power. If the
volume is in continuous update mode, data updates are paused
and will resume as soon as the computer is reconnected to the
power supply.

Data update needed

Indicates that the recovery disk does not have a redundant copy
of the data on the master disk, and you should request an
update.

Running off recovery
disk

Indicates that the recovery disk is the designated source drive in
the volume.

Master disk read-only

Indicates that the recovery disk is the designated source drive in
the volume, and that the master disk files are accessed. In this
state, data recoveries from the recovery disk are not available.

Recovery disk read-

only

Indicates that the recovery disk files are accessed. In this state,
data updates are not available.

Busy volume states table:

Status Description
Initializing Indicates that data on a volume is being synchronized. This step
is required prior to verifying or verifying and repairing data on a
volume.
Verifying Indicates that the volume is being scanned to detect data

inconsistencies.

Verifying and
repairing

Indicates that the volume is being scanned to detect data
inconsistencies, and errors are being repaired. This state does
not apply to a RAID 0 volume because errors cannot be repaired.

Migrating data

Indicates that data is being reorganized on the volume. This state
displays when a system volume is created, the volume size is
increased, or the type is changed to different RAID configuration.

Rebuilding

Indicates that data redundancy is being restored across all disks
associated with the volume. A RAID 0 volume cannot be in this
state because of the striping configuration.

Recovering data

Indicates that data on the master disk is being overridden by all
the data on the recovery disk. This state only applies to recovery
volumes.

Updating data

Indicates that the latest master disk changes are being copied to
the recovery disk. This state only applies to recovery volumes.

General parameters table:
Parameter Value
Details Provides detailed information if a volume is in a state other than
normal.
Type Reports the volume type.

Acceleration mode

Reports the acceleration mode for the disk or volume associated
with the cache device.
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Parameter Value

Size Enhanced: Indicates that the disk or volume is accelerated for
optimized data protection.

Maximized: Indicates that the disk or volume is accelerated for
optimized input/output performance.

None: Indicates that no disk or volume is accelerated.

Busy: Indicates that acceleration is transitioning from maximized
to enhanced mode, or that acceleration is being disabled from
maximized mode. In the event that errors are detected and a risk
of data loss is identified, transitions from maximized mode will
start automatically.

Reports the total capacity of the volume in gigabytes (GB) in the
storage system view and in megabytes (MB) in the volume
properties under Manage Volume.

Data stripe size Reports the size of each logical contiguous data block used in the
volume for RAID 0, 5, and 10 volumes. The strip size is indicated
in kilobytes (KB).

Write-back cache Reports whether the write-back cache feature is enabled for the
volume.

System volume Reports whether the volume contains system files that are
required to start and run the operating system.

Initialized Reports whether the volume is initialized.

Verification errors Reports the number of inconsistencies found during the last

found volume data verification.

Block with media Reports the number of blocks with media errors found during the

errors last volume data verification.

Physical sector size Reports the size of each sector that is physically located on the
disk.

Logical sector size Reports the size of data collection blocks.

Details Provides detailed information if a volume is in a state other than
normal.

11.4.2.2 Renaming a Volume

You can change the name assigned to a volume present in your storage system at any
time. The name change will take effect immediately.

1. Under 'Status' or 'Manage', in the storage system view, click the volume that you
want to rename. The volume properties are now displayed on the left.

2. Click 'Rename'.
3. Type a new volume name, and then click 'OK".

Note: Volume names are limited to 16 English alphanumeric and special characters including
spaces but cannot include a backslash ™\".
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Rebuilding a Volume

When a volume is reported as degraded because of a failed or missing disk, the disk
must be replaced or reconnected and the volume be rebuilt in order to maintain fault-
tolerance. The option to rebuild is only available when a compatible disk is connected,
available and normal. If a spare disk is available, the rebuild process will start
automatically when a disk fails or is missing. For RAID 0 volumes, the rebuild process
will start automatically only when one of its members is reported as at risk.

\Warning:
Completing this action will permanently delete existing data on the new disk and make
any other volume on the array inaccessible. We recommend you backup valuable
before continuing.

Rebuilding from ‘Status’ (manually):

1. Verify that the volume is reported as degraded in the Manage subsection. If you
have more than one volume listed in this section, you will need to fix the issues
reported one at a time.

2. Click ‘Rebuild to another disk’ next to the volume you want to rebuild.

3. In the Rebuild Volume dialog, select the disk that will replace the failed disk. Only
compatible disks in a normal state will be displayed. Refer to Volume
Requirements for more information.

4. Click ‘OK’ to confirm.

5. The volume starts rebuilding and the page refreshes displaying the progress of the
operation. You can use other applications during this time, and you will be notified
when the process has successfully completed.

Rebuilding from ‘Manage’ (manually):

6. Under ‘Status’ or ‘Manage’, in the storage system view, click the volume you want
to rebuild. The element properties are now displayed on the left.

7. Click ‘Rebuild to another disk’, and then follow the procedure described above.

Recovering Data

Recovering data to the master disk allows you to maintain full data redundancy on the
recovery volume and keep the volume data healthy. This action is only available if a
recovery volume is present and running off the recovery disk.

You may have to recover data if:

e Data on the recovery and master disk is not synchronized and full data redundancy
is at risk.

e Data on the master disk is invalid or inaccessible.

L\Warning:
Completing the action will override existing data on the master disk and update it with
the data on the recovery disk. Backup all valuable data before continuing.

1. Under 'Status', in the Manage subsection, click 'Recover data' or click the recovery
volume in the storage system view, and then click 'Recover data'.

2. Click 'Yes' to confirm.
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3. The recovery operation starts immediately. You can follow the progress by
hovering over the notification area icon or by reviewing the volume status under
'Status' or 'Manage'.

Note: If master disk is removed while the data recovery is in progress and is then

11.4.2.5
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reconnected, the operation will resume automatically from where it stopped as long
as the volume is in on request update mode. If the volume is in continuous update
mode, you will need to restart the operation by following the procedure described
above,

Resetting Volume to Normal

This action is only available when a volume is reported as failed, but both array disks
are present and normal, and allows you to access and try recovering healthy volume
data.

In most cases, this situation will occur after one or more array disks was reported as
failed or at risk, and then reset to normal.

Completing this action resets the volume state by ignoring previous events and does
not repair data. Any data loss or corruption that may have occurred as a result of prior
hardware failure or change of state remains. We recommend that you back up
accessible data and replace failed hardware as soon as possible to prevent further
data loss.

1. Under 'Status’, in the Manage subsection, click 'Reset volume to normal'. You can
also perform this action from Manage Volume, which is accessible by clicking the
RAID 0 volume in the storage system view.

2. Click 'Yes' to confirm.

3. The page refreshes and the volume displays as normal. If the operation failed to
return the volume to a healthy state, visit Intel®'s online support web site for
more options.

Changing Volume Type

You can choose to change the type of an existing volume based on your storage
system needs. The following configurations are possible:

Change Type From To
2-disk recovery volume 2-disk RAID 1
“Note

Only available if the recovery volume is in continuous update

mode

2-disk RAID 1 2-disk recovery volume

“Note

No other volumes can be present on the
system. The RAID 1 volume must be less than
1.3125 TB and include 100% of the available
space on the array

2-disk RAID 1 2-disk RAID 0
3,4, 5 or 6-disk RAID 0
3,4, 5 or 6-disk RAID 5
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Change Type From To
2-disk RAID 0 3,4,5 or 6-disk RAID §
3-disk RAID 0 4, 5 or 6-disk RAID 5
4-disk RAID 0 5 or 6-disk RAID 5
4-disk RAID 10 4, 5 or 6-disk RAID 5

“/ Note:
Before starting, refer to the system and volume requirements to determine which
RAID types are supported by your computer and make sure the required number of
SATA disks are connected. The Intel® Chipset provides support for the creation of all
RAID volume types and for up to six SATA ports on a mobile platform. Changing
volume type does not require re-installation of the operating system.

1. Under 'Status' or 'Manage’, in the storage system view, click the volume that you
want to modify. The volume properties are now displayed on the left.

2. Click 'Change type'.

3. In the 'Change Volume Type' dialog, type a new name if you want to change the
default name.

4. Select the new volume type, and then click 'OK'. Caution: Once the data migration
starts, the operation cannot be canceled.

5. Once the migration has completed, the 'Manage' page refreshes and reports the
new volume type.

I\ Warning:
All applications and existing volume data remain intact, but any existing data on the
disks added to enable this operation will be permanently deleted. Backup data before
adding these disks.

If you perform a driver upgrade or downgrade while the data migration is in progress
and then restart your computer, the driver will not be able to recognize the volume or
the data on it. If you are migrating a system volume, you will not be able to restart
your system because the operating system cannot load. If you are migrating a data
volume, you will have to reverse (roll back) that last performed driver update, and
then restart the computer to return to a normal state.

Increasing Volume Size

You can increase the size of a RAID volume by using the remaining available space on
the array. A minimum of 32 MB must be available for this action to be available.
Hovering over the array name in the storage system view displays the amount of
available space in MB.

After creating a volume with an array allocation set to less than 100% in the
Configure Volume step, you will be able to increase the volume size by the amount of
available space on that array. If two volumes are present on a single array and
capacity expansion is possible, only the space available at the end of the second
volume will be used to increase the volume size.

This option is only available if:
e A RAID 0, RAID 1, RAID 5 and/or RAID 10 volume is present,
e The array allocation for the volume is less than 100% and space is
available on the existing array.
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L\Warning
If you perform a driver upgrade or downgrade while the data migration is in progress
and then restart your computer, the driver will not be able to recognize the volume or
the data on it. If you are migrating a system volume, you will not be able to restart
your system because the operating system cannot load. If you are migrating a data
volume, you will have to reverse (roll back) that last performed driver update, and
then restart the computer to return to a normal state.

Increasing the volume size from Manage Array:

1. Under 'Status' or 'Manage’, in the storage system view, click the array you want to
manage. The array properties are now displayed on the left.

2. Click 'Increase size' next to the volume name. If more than one volume is present
on a single array, you will need to increase the size of each volume one at a time.

3. Click 'Yes' to confirm. Caution: Once the data migration starts, the operation
cannot be canceled.

4. Once the migration has completed, restart your computer for changes to take
effect. Then use Windows* Disk Management* to increase the partition size on the
volumes or add another partition.

Increasing the volume size from Manage Volume:

1. Under 'Status' or 'Manage’, in the storage system view, click the volume whose
size you want to increase. The volume properties are now displayed on the left.

2. Click 'Increase size'.

3. Click 'Yes' to confirm. Caution: Once the data migration starts, the operation
cannot be canceled.

4. Once the migration has completed, restart your computer for changes to take
effect. Then use Windows* Disk Management* to increase the partition size on the
volumes or add another partition.

¥

“/ Note
To open Windows* Disk Manager, click Start, right click My Computer, select Manage,
then in the console tree select Disk Management

Adding a Disk to a Volume

You can add one or more SATA disks to an existing array to increase the system
storage capacity. This feature can be useful if you want to change to a volume type
that requires additional disks.

This option is only available if:

e A RAID 0 and/or a RAID 5 volume is present,

e One or more SATA disks are connected to the computer and available,

e The available disk matches the internal or external connection type of the existing
array disks. You cannot add an external disk to an array that includes internal disks,
and vice versa. In specific advanced system configurations, this condition may not

apply.

Refer to Connecting a Disk under Managing Disks for more information on installing
SATA disks on your computer.
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L\Warning:
Any existing data on the available disk used to increase the array size will be
permanently deleted. Backup all the data you want to preserve before completing this
action.

If you perform a driver upgrade or downgrade while the data migration is in progress
and then restart your computer, the driver will not be able to recognize the volume or
the data on it. If you are migrating a system volume, you will not be able to restart
your system because the operating system cannot load. If you are migrating a data
volume, you will have to reverse (roll back) that last performed driver update, and
then restart the computer to return to a normal state.

This action can also be performed from Manage Array. Refer to the Adding a Disk to
an Array section for more information.

1. Under 'Status' or 'Manage’, in the storage system view, click the volume to which
you want to add a disk. The element properties are now displayed on the left.

2. Click 'Add disk'.

3. Select the disk you want to use to increase the array capacity.

4. Click 'Add Disk'. Caution: Once the data migration starts, the operation cannot be
canceled.

5. Once the migration has completed, restart your computer for changes to take
effect. Then use Windows* Disk Management* to increase the partition size on the
volumes for which a disk was added, or add another partition.

¥

“/ Note
To open Windows* Disk Manager, click Start, right click My Computer, select Manage,
then in the console tree select Disk Management.

Changing Update Mode

A recovery volume gives you the flexibility to choose between updating data on the
recovery disk continuously or on request.

In continuous update mode, the latest master disk changes are copied to the recovery
disk automatically, as long as both disks are connected to the computer. In on request
mode, the latest master disk changes are copied to the recovery disk only when you
request a data update.

The current update mode is reported in the volume properties under Manage Volume.
By default, the recovery volume is created in continuous update mode.

¥

“/ Note
This action is only available if a recovery volume is present and in normal state. If the
recovery volume is read-only because the master or recovery disk files are accessed,
you will need to hide the files before the update mode can be changed.

1. Under 'Status' or 'Manage’, in the storage system view, click the recovery volume.
The volume properties are now displayed on the left.

2. Click ‘*Change mode’, and then click 'Yes' to confirm.
3. The page refreshes and the volume properties report the new update mode.
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You can manually copy the latest master disk changes to the recovery disk at any
given time; this action allows you to synchronize data on the recovery volume,
improving data protection and lowering the risk of losing valuable data in the event of
a disk failure. When you request an update, only changes since the last update are
copied.

¥

“/ Note
This action is only available if a recovery volume is present, and in ‘on request’ update
mode.

1. Under 'Status' or 'Manage’, in the storage system view, click the recovery volume.
The volume properties are now displayed on the left.

2. Click ‘Update data’.

3. The update process can be instantaneous or may take a while depending on the
amount of data being copied. You can follow the progress by hovering over the
notification area icon or by reviewing the volume status under 'Status' or
'Manage'.

¥

“/ Note
You can follow the progress of the update by hovering over the notification area icon
or under ‘Status’ or Manage Volume.

Accessing Master or Recovery Disk Files

This action is only available if a recovery volume is present, in a normal state, and in
on request update mode.

You can view the recovery or master disk files using Windows* Explorer* depending
on the designated source drive of the recovery volume. This feature can be useful
when a data recovery from or to the master disk is necessary.

Accessing recovery disk files:

This action is only available if the master disk is the designated source drive and the
volume is running off that disk.

1. Under 'Status' or 'Manage’, in the storage system view, click the recovery volume.
The volume properties are now displayed on the left.

2. Click 'Access recovery disk files'.

3. Windows* Explorer opens and displays the files located on the recovery disk.
Accessing master disk files

This action is only available if the recovery disk is the designated source drive and the
volume is running off that disk.

1. Under 'Status' or 'Manage’, in the storage system view, click the recovery volume.
The volume properties are now displayed on the left.

2. Click 'Access master disk files'.
3. Windows* Explorer opens and displays the files located on the master disk.
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¥

“ Note
When files have been accessed, the disk is displayed as missing from the array, and
becomes available. Also, the volume is set to read-only and data updates are not
available in this state. Hiding disk files will make the volume writable and allow data
updates.

You can also access master or recovery disk files from Manage Disk.

11.4.2.12 Hiding Master or Recovery Disk Files

This action is only available if a recovery volume is present and disk files have been
accessed.

When you are done viewing master or recovery disk files, you can hide the display of
the files from Windows* Explorer*. Once the disk files are hidden, the disk becomes
writable, and data updates on the volume are available.

Hiding recovery disk files:

This action is only available if the master disk is the designated source drive and the
volume is running off that disk.

1. Under 'Status' or 'Manage’, in the storage system view, click the recovery volume.
The volume properties are now displayed on the left.

2. Click ‘Hide recovery disk files’.
3. The disk files no longer display in Windows* Explorer.
4. The page refreshes and data updates on the volume are now available.

Hiding master disk files:

This action is only available if the recovery disk is the designated source drive and the
volume is running off that disk.

1. Under 'Status' or 'Manage’, in the storage system view, click the recovery volume.
The volume properties are now displayed on the left.

2. Click *Hide master disk files’.
3. The disk files no longer display in Windows* Explorer.
4. The page refreshes and data updates on the volume are now available.

¥
“/ Note
You can also hide master or recovery disk files from Manage Disk.

11.4.2.13 Deleting a Volume

Use caution: you cannot recover data once a volume is deleted.

When a volume is deleted, you create available space that can be used to create new
volumes. Note that you cannot delete a system volume using this application because
the operating system needs the system files to run correctly. Also, if the volume is a
recovery volume and the master or recovery disk files are accessed, you will need to
hide these files before the volume can be deleted.
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I\ Warning
When a volume is deleted, all existing data on all disks that are a part of the selected
volume is permanently lost. It is recommended to complete a backup of all valuable
data before continuing.

1. Under ‘Status’ or ‘Manage’, in the storage system view, click the volume you want
to delete. The volume properties are now displayed on the left.

2. Click ‘Delete volume'.
3. Review the warning message and click ‘Yes’ to delete the volume.

4. The ‘Status’ page refreshes and displays the resulting available space in the
storage system view. You can now use it to create a new volume.

Setting Data Strip Size

You can assign a data strip size to a volume while creating a new volume or while
changing the type of an existing volume. You cannot change the strip size of an
existing volume without changing its type.

The strip size refers to each logical contiguous data block used in a RAID 0, RAID 5, or
RAID 10 volume. This setting is not available for RAID 1 or recovery volumes, due to
their redundant configuration. The default value is the recommended strip size based
on the system configuration and the volume type selected; changing the pre-selection
is best suited for advanced users.

The following table describes the usage scenarios for the typical strip sizes.

Usage scenarios for supported strip sizes?!
Strip Size Description RAID Types

4 KB Best for Web Servers (fast read transfer rate with slow write [RAID 0, 10

transfer rate).

8 KB Best for databases (fast read transfer rate with faster write  [RAID 0, 10
transfer rate than with 4KB strips).

16 KB Good for sequential transfers. RAID 0, 5, 10
32 KB Best for sequential transfers. RAID 0, 5, 10
64 KB Best general purpose strip size. RAID 0, 5, 10
128 KB Best for audio and video editing. RAID 0, 5

! Disclaimer: The data provided in this table may vary based on the brand, type, size,
and speed of the disks used.

Setting the strip size when creating a volume:
1. Under 'Status’, click ‘Create’ or ‘Create a custom volume’.
2. Select the volume type, and then click 'Next'.

3. Make the required disk selection, and then select a new data strip size from the
drop-down list in the Advanced section.

4. Complete the volume creation process as described in the Creation Process topic.

Setting the strip size when changing volume type:
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1. Under 'Status' or 'Manage', in the storage system view, click the RAID volume that
you want to modify. The volume properties are now displayed on the left.

2. Click 'Change type'.

3. Make the necessary volume type and disk selections, and then select a new data
strip size.

4. Click ‘OK’ to change the type of the existing volume.
5. The ‘Manage’ page refreshes and reports the new volume configuration.

Available Strip Size Configurations:

|RAID 0 RAID 5 RAID 10
Default
SATA disks 128 KB 64 KB 64 KB
Solid state disks 16 KB 128 KB 16 KB
Options 4 KB, 8 KB, 16 KB, 32 KB, 64 {16 KB, 32 KB, 64 KB, 128 KB.4 KB, 8 KB, 16 KB, 32 KB,
KB, 128 KB. 64 KB.

Enabling Volume Write-back Cache

You can improve the read/write performance of a RAID or recovery volume by
enabling the write-back cache on one or all volumes on an array. When this feature is
enabled, data may be temporarily stored in the cache memory before being written to
the physical disks. Multiple I/O requests may be grouped together to improve
performance. By default, the write-back cache is disabled.

I\ Warning:
While this feature highly improves the volume and array performance, it also
increases the amount of cached data that could be lost in the event of a power failure.
This risk can be lowered if your computer is connected to an uninterruptable power
supply (UPS)

Enabling the volume write-back cache:

1. Under 'Status' or 'Manage’, in the storage system view, click the volume for which
you want to enable the write-back cache. The volume properties are now
displayed on the left.

2. In the Advanced section, click 'Enable', and then click 'Yes' to confirm.

3. The page refreshes and the write-back cache is now enabled.

¥

“/ Note
If your computer is running on battery and a recovery volume is present, the option to
enable the write-back cache is not available because the recovery disk is offline and
data updates are not available. If this feature was enabled prior to running the
battery, write-back cache activity would be temporarily disabled until you reconnect
your computer to the power supply.

Disabling the volume write-back cache:

1. Under 'Status' or 'Manage', in the storage system view, click the volume for which
you want to disable the write-back cache. The volume properties are now
displayed on the left.

2. In the Advanced section, click 'Disable', and then click 'Yes' to confirm.
3. The page refreshes and the write-back cache is now disabled.
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Initializing a Volume

Initializing a volume is the process of synchronizing all redundant data on a volume
prior to verifying or verifying and repairing that data. If you attempt to start a
verification process for a volume that has not been initialized, you will be prompted to
do so.

Initializing a volume:

1. Under 'Status' or 'Manage', in the storage system view, click the volume that you
want to initialize. The volume properties are now displayed on the left.

2. Click 'Initialize'.

3. Click 'OK' to start the initialization process. Caution: Once the data migration
starts, the operation cannot be canceled.

Initializing a volume when verifying data:

1. Under 'Status' or 'Manage’, in the storage system view, click the volume that you
want to verify. The volume properties are now displayed on the left.

2. Click 'Verify'.

3. When prompted to initialize the volume before verifying data, click 'OK' to start
the initialization process. Caution: Once the data migration starts, the operation
cannot be canceled.

4. Once complete, click 'Verify' to start the verification process.

¥

“/ Note
While inititialization is in progress, you can view the status in the notifications area by
hovering over the Intel®(R) Rapid Storage Technology icon, or in the application
under Staus or Manage Volume.

" Warning
The initializating process could take a while depending on the number and size of the
disks. You can continue using array disks and other applications during this time.
Closing the application, or powering off and restarting your computer will not disrupt
the progress of this operation.

Verifying and Repairing Data

You can verify data on an existing volume by identifying and repairing inconsistencies.
Running this operation on a regular basis helps you keep valuable data and the overall
storage system healthy.

1. Under 'Status' or 'Manage’, in the storage system view, click the volume that you
want to verify. The volume properties are now displayed on the left.

2. Click 'Verify".
3. Select the check box if you want errors found to be repaired automatically during
the verification process.

4. Click 'OK' to start the verification process.
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¥

“ Note
Data on a volume cannot be verified and repaired unless the volume has been
initialized first. If you attempt to start a verification process for a volume that is not
initialized, you will be prompted to first initialize the volume. Based on its
configuration, a RAID 0 volume cannot be repaired because of the lack of redundancy.

11.4.2.18 Swapping Disks

You can change the order of designation for array disks in a recovery volume by
setting the master disk as the destination drive and the recovery disk as the source
drive. This action is best suited for advanced users.

¥

“ Note
This action is only available if a recovery volume is present, normal, and in continuous
update mode.

Swapping disks can be useful if:

e You selected the wrong disk as the master disk when you created the recovery
volume,

e You think one of the disks is failing,

e You replaced the recovery disk with a faster, newer disk, and want to run off that
device once it has been updated.

1. Under 'Status' or 'Manage’, in the storage system view, click the recovery volume.
The volume properties are now displayed on the left.

2. In the Advanced section, click 'Swap master and recovery disks'.
Click ‘Yes’ to confirm.
4. Hover over each disk in the storage system view to review their new usage.

w

11.4.3 Managing Disks

You must be logged on as an administrator to perform the actions listed in this
section.

You can manage disks by clicking a selected disk in the storage system view under
'Status' or 'Manage'. This allows you to review the properties and access all actions
associated with that disk, such as unlocking a password-protected disk or marking a
disk as spare. Depending on their usage or status, some actions may not be available.

11.4.3.1 Disk Properties

The disk properties listed below display to the left of the storage system view under
'Manage' and report values such as usage and status that are specific to the disk
selected in the view. Based on the detailed information provided, you can make
changes to the way each disk is configured or take action on one or more disk to keep
your overall storage system healthy.
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Parameter Value
Port Reports the port number to which the disk or device is attached.
Port location Reports whether the port is internal or external.
\Usage Array disk: a disk that has been grouped with other disks to form an array

containing RAID volumes.

Master disk: the disk that is the designated source drive in a recovery volume.

Recovery disk: the disk that is the designated destination drive in a recovery
volume.

Spare: the disk has been designated as the destination drive for automatic
volume rebuilds in the event of a failed, missing or at risk array disk. For RAID
0 volumes, automatic rebuilds will only occur when one of its array disks is
reported as at risk.

Available: the disk is physically connected to the computer, healthy, and
available to be used in an array or as a spare disk.

L Warning
Assigning an available disk to an array or marking it as a spare will permanently
delete any existing data on that disk.

Unknown: the disk is available but contains metadata that cannot be displayed in
the operating system. Even though the disk is reported as normal, you will need
to clear and reset the disk to make the disk available.

|Acceleration mode Reports the acceleration mode for the disk or volume associated with the cache
device.

[Enhanced: Indicates that the disk or volume is accelerated for optimized data
protection.

Maximized: Indicates that the disk or volume is accelerated for optimized
input/output performance.

None: Indicates that no disk or volume is accelerated.

Busy: Indicates that acceleration is transitioning from maximized to enhanced
mode, or that acceleration is being disabled from maximized mode. In the event
that errors are detected and a risk of data loss is identified, transitions from
maximized mode will start automatically.

Status INormal: the disk is present, functioning as expected, and unlocked.

Locked: the disk is password-protected. Note: if a volume includes at least one
locked disk, the volume will display as locked.

At risk: an impending error condition was detected on the disk and it is now at
risk of failure.

Missing: the disk is not present or physically connected to the computer.

Failed: the disk has failed to properly complete read and write operations in a
timely manner, and it has exceeded its recoverable error threshold.

Offline: indicates that an array disk is locked, that the recovery volume is in on
request update mode, or that your computer is running on battery and data
updates to the recovery volume are not available.
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Parameter

Value

Size

Reports the total capacity of the disk in megabytes (MB) in the disk properties
and in gigabytes (GB) in the storage system view.

Serial number

Reports the manufacturer's serial number for the disk.

Model Reports the model number of the disk.
Firmware Reports the version of the firmware found in the disk.
System disk Reports whether the disk contains system files that are required to start and run

the operating system.

Password protected

Reports whether the disk is protected with a password.

Disk data cache

Reports whether the data cache is enabled on this disk. This feature is controlled
at the array level.

Native command queuing

Reports whether the disk supports this feature.

SATA transfer rate

Reports the data transfer rate between the SATA controller and the SATA disk.
The supported rates are:

. SATA 1.5 Gb/s (generation 1)
. SATA 3 Gb/s (generation 2)
. SATA 6 Gb/s (generation 3)

The data transfer rate reported is based on the Intel® Chipset and SATA disks
present in your system.

Physical sector size

Reports the size of physical sectors on the disk (bytes).

Logical sector size

Reports the size of logical sectors on the disk (bytes).

Unlocking Password-Protected Disks?

You can unlock a password-protected disk by entering the password which allows you
to access data or use that disk to create a volume. The password is setup through the
system BIOS. Locked disks can be identified with the lock icon appended to them and
display a ‘Locked’ status in the disk properties.

Marking a Disk as Spare

This action is only available for non-system disks in a normal state. Also, unless your
mobile computer is equipped with the Intel® 5 Series Chipset or later, which provides
support for up to six SATA ports, you will not be able to mark a disk as a spare. Most
mobile computers are limited to one internal and one external disk, which are used to

create the volume.

Marking a disk as a spare allows you to designate an available SATA disk as the
default destination for automatic volume rebuilds in the event of a failed, missing or at
risk array disk. However, for RAID 0 volumes, automatic rebuilds will only occur if one
of its members is reported at risk.
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1. Under 'Status' or 'Manage', in the storage system view, click the disk that you
want to mark as a spare. The volume properties are now displayed on the left.

2. Click 'Mark as spare'.
3. Click 'OK'.

¥

“ Note

RAID 1, 5, 10, and recovery volumes can use one or more spares.

I warning
When marking a disk as a spare, any existing data on that disk is permanently
deleted. Back up all data you want to preserve before starting this action.

L If your system is running a version of the Intel® RST OROM that does not support
disks that are 2TB or larger, you can reset such a disk to available, but disallow the
marking of it as a spare.

Resetting a Disk to Available

After a disk was marked as spare, you can choose to make that spare disk available
again and use it differently. Once available, the disk can be used to create a volume or
be added to an existing volume if all other requirements are met.

1. Under 'Status' or 'Manage’, in the storage system view, click the disk that you
want to reset to available. The volume properties are now displayed on the left.
2. Click 'Reset to available'.

3. The page refreshes and the disk usage is now reported as available.

Resetting a Disk to Normal

You can reset a SATA disk to normal when the storage system reports one of the
following disk statuses:

At risk:

A disk is reported at increased risk of failing in the near future that could be due to a
slow degradation over time. You can choose to ignore this alert at this time by
resetting the disk to normal, but it may re-appear if the disk continues to assert this
condition. We recommend that you contact the manufacturer for more information to
prevent potential data loss.

Failed:

A SATA disk has failed to properly complete read and write operations in a timely
manner, and data may be lost. We recommend that you replace the failed disk as
soon as possible to return the overall storage system to normal. In this state, data
may be lost, but you can try resetting the disk to normal and attempt a data recovery.
If the disk operations continue to fail, the disk will return to a failed state immediately.

If the failed disk is an array disk, refer to the Troubleshooting section for guidelines on
rebuilding a failed or degraded volume.
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1. Under ‘Status’, in the Manage subsection, locate the disk reported as at risk or
failed. You can also perform this action from Manage Disk, which is accessible by
clicking the disk in the storage system view.

2. Click 'Reset disk to normal'. The page refreshes instantly, returning to a normal
state.

¥

“ Note
Completing this action clears the event on the disk and does not delete existing data.
However, ignoring early warning signs of disk failure may result in data loss.

Accessing Disk Files

This action is only available if a recovery volume is present, in a normal state, and is
on request update mode.

This feature allows you to view the files on the designated destination drive in a
recovery volume using Windows* Explorer*. For example, you may want to review the
recovery disk files prior to starting a data recovery in the event that data on the
master disk is inaccessible or corrupted.

When the volume status is normal, the recovery disk is the designated destination
drive and files are accessible. When the volume status is running off the recovery disk,
the master disk is the designated destination drive and files are accessible. You can
review the usage of each disk by hovering over the array disks in the storage system
view or by clicking one of the disks to review its properties under Manage Disk.

1. Under ‘Status’ or ‘Manage’, in the storage system view, click the recovery or the
master disk depending on the volume status. The disk properties are now
displayed on the left.

2. Click *Access files’.
3. Windows* Explorer opens and displays the files located on the disk.

¥

“/ Note
When files have been accessed, the disk is displayed as missing from the array, and
becomes available. Also, the volume is set to read-only and data updates are not
available in this state. Hiding disk files will make the volume writable and allow data
updates.

I\ Warning
Windows* Explorer will not open if the disk does not have any partitions on it.

Hiding Disk Files

This action is only available if a recovery volume is present and disk files have been
accessed.

When you are done viewing master or recovery disk files, you can hide the display of

the files from Windows* Explorer*. Once the disk files are hidden, the disk becomes

writable, and data updates on the volume are available.

1. Under ‘Status’ or ‘Manage’, in the storage system view, click the disk whose files
are accessed. The disk properties are now displayed on the left.
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2. Click 'Hide files'.
3. The disk files no longer display in Windows* Explorer.
4. The page refreshes and data updates on the volume are now available.

¥
“/ Note
You can also hide master or recovery disk files from Manage Volume.

Connecting a Disk

Installing new hardware is one of the steps you may have to take to keep you storage
system healthy or to extend the life of a computer that is running out of storage
space.

Intel® Rapid Storage Technology provides hot plug support, which is a feature that
allows SATA disks to be removed or inserted while the computer is turned on and the
operating system is running. As an example, hot plugging may be used to replace a
failed external disk.

Our application provides support for SATA 1.5 Gb/s (generation 1), SATA 3 Gb/s
(generation 2), and 6 Gb/s (generation 3) data transfer rates. The rate support
depends on the Intel® Chipset and SATA disks present in your system. Visit our
Online Support for additional information on chipset features and benefits.

Follow these procedures to replace or connect a disk in case you need to power off
your computer:

Replacing a disk:
1. Power off your computer.
2. Replace the disk that reports a problem.

3. Turn your computer back on. If the replaced disk was part of an array, you will
need to follow the procedure provided in the Troubleshooting section based on the
volume state and type.

¥
“ Note
To install an external disk, plug it into you computer and connect the power cord.

To remove and install an internal disk, you should be comfortable opening your
computer case and connecting cables. Follow the manufacturer’s installation guide to
complete this procedure. If you are replacing the system disk, you will have to re-install
the operating system after you connect the disk because the system disk contains the
files required to start and run your computer.

Installing a new disk (to increase storage space):
1. Power off your computer.
2. Connect the new disk.

3. Turn your computer back on. During the system startup, the application's option
ROM should automatically detect the new disk if it is installed correctly. Once you
open the application, verify under 'Status’, in the storage system view, that the
new disk displays. You can then access management options by clicking that disk.
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Managing Ports

A port is a connection point on your computer where you can physically connect a
device, such as a SATA disk or ATAPI device. A port transfers I/O data between the

device and the computer.

If a port is reported as empty in the storage system view, you can use that port to
connect a new device in order to increase the storage system capacity. Currently, the
maximum number of internal ports that can be used to connect devices is six.

The port properties listed

below display to the left of the storage system view under

'Manage' and report values specific to the element selected in the view.

Parameter

Value

Port

Reports the port number to which the disk or device is attached.

Port location

Reports whether the port is internal or external.

Managing ATAPI Devices

An ATAPI device is a mass storage device with a parallel interface such as a CD-ROM,
DVD/Blu-ray disc, tape drive, or solid-state disk. The ATAPI properties listed below
display to the left of the storage system view under 'Manage' and report values
specific to the selected element.

IParameter

Value

Port

Reports the port number to which the disk or device is attached.

Port location

Reports whether the port is internal or external.

Serial number

Reports the manufacturer's serial number for the device.

Model

Reports the model number of the device.

Firmware

Reports the version of the firmware found in the device.

SATA transfer rate

Reports the transfer mode between the SATA controller and the ATAPI device. The
typical values for this parameter are:

. SATA 1.5 Gb/s (generation 1)
. SATA 3 Gb/s (generation 2)
. SATA 6 Gb/s (generation 3)

The data transfer rate reported is based on the Intel® Chipset and SATA disks present in

your system.

Managing Solid-State Hybrid Drives (SSHD)

To increase performance,

some hard drive manufactures are now including non-

volatile memory to be used as a data cache on hard drives. These drives are called

Solid-State Hybrid Drives.

will send information to a

Hybrid Hinting is a feature by which the Intel® RST driver
SSHD, notifying the drive which data would be best to store

in the data cache. There are no extra steps to manage SSHD's.
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Intel® RST enables Hybrid Hinting when the following minimum requirements are
met:

e SSHD must have a minimum of 8GB of non-volatile cache.

e SSHD must have a maximum of 1TB of non-volatile cache.

This feature also increases the power efficiency of a mobile computer by retaining
stored data and reading data from the cache instead of the SATA disk itself.

Preferences

System preferences allow you to decide whether you want the notification area icon to
display. In addition, you can select the types of notifications you want to receive, such
as storage system warnings or errors, and be notified of any reported problems while
the application is closed.

Both administrators and standard users can change the notification area settings using
the application or directly from the notification area. Settings changes are applied on a
per user basis, and do not affect other users’ settings.

Showing system notifications:

By default, System preferences are set to show the notification area icon. If you
previously chose to hide the notification area icon, follow these steps to display the
icon again:

1. Under ‘Preferences’, select ‘Show the notification area icon’.
2. Click ‘Apply Changes’. Verify that the icon is now displayed in the notification area.

Hiding system notifications:

Once you hide the notification area icon, the service no longer reports storage system
information, warnings, or errors through the notification area. You will need to use the
application to monitor the health of the storage system. Follow these steps to hide the
notification area icon:

1. Under ‘Preferences’, deselect 'Show the notification area icon'.
2. In the ‘Hide Notification Area Icon’ dialog, click ‘Yes’ to confirm.
3. Verify that the icon is no longer displayed in the notification area.

Selecting system notifications:
1. Under ‘Preferences’, make sure that ‘Show the notification area icon’ is selected.
2. Select the types of notifications you want to receive.

¥

“/ Note
Storage system information provides details on any changes of state other than
warnings or errors, such as new disks being detected or locked.

Storage system warnings report the cause for the overall warning state of the storage
system, such as a degraded RAID volume due to a missing disk.

Storage subsystem errors report the cause for the overall error state of the storage
system, such as a failed volume due to a failed disk.
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Term Definition

ATA Advanced Technology Attachment

BIOS Basic Input/Output System

BOM Bill Of Materials

CD Compact Disc

Chipset Term used to define a collection of integrated components required to
make a PC function.

Hard drives Physical hard drives attached to a RAID controller

DEVSLP Serial ATA Device Sleep

DOS Disk Operating System

GB Giga-byte

HDD Hard Drive

1/0 Input/Output

ICH I/O Controller Hub

ICH9 Intel® 82801IR/DO SATA RAID Controller

IDE Integrated Drive Electronics
Information file (.inf) used by Microsoft* operating systems that support

INF the Plug and Play feature. When installing a driver, this file provides the

OS needed information about driver filenames, driver components, and
supported hardware.

Intel® Option

Standard Plug and Play option ROM that provides a pre-operating system

ROM (OROM) user interface for the Intel® RAID implementation.
MB Mega-byte
. . Term used to describe the movement of data from one configuration or
Migration
usage model to another.
OEM Original Equipment Manufacturer
A code module built into the System BIOS that provides extended
Obtion ROM support for a particular piece of hardware. For this product, the Option
P ROM provides boot support for RAID 0/1/5/10 volumes, and provides a
user interface for configuring and managing RAID 0/1/5/10 volumes.
(01 Operating System
PATA Parallel ATA
PCH Platform Controller Hub is the new term for Intel® chipsets
PCI Peripheral Components Interconnect
PFW Package for the Web
PIO Programmed Input Output
PnP Plug and Play
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Term Definition
Term used to describe the point at which a SATA drive is physically
Port 0..3 connected to the SATA Controller. Port n is the nth of the four available
ports in ICH9 systems, where n=0..3
RAID Redundant Array of Independent Disks
RAID 0 A RAID level where data is striped across multiple physical hard drives
(aka striping)
A RAID level where data is mirrored between hard drives to provide data
RAID 1 redundancy
(aka mirroring)
A RAID level where data and parity are stripped across the hard drives
to provide good read/write performance and data redundancy. The
RAID 5 s : : . L <
parity is stripped in a rotating sequence (aka Stripping and rotating
parity).
A RAID level where information is striped across a two disk array for
RAID 10 system performance. Each of the drives in the array has a mirror for
fault tolerance. (aka Stripping and mirroring)
A block of capacity allocated from a RAID Array and arranged into a
RAID volume RAID topology. Operating Systems typically interpret a RAID volume as
a physical hard drive.
RAM Random Access Memory. Usually refers to the system’s main memory
ROM Read Only Memory
Intel® RST Intel® Rapid Storage Technology
RTD3 Runtime D3
SATA Serial ATA
SCSI Small Computer System Interface
SP# Service Pack (number)
Strip Grouping of data on a single physical hard drive within a RAID volume
SRT Intel® Smart Response Technology
SSD Solid State Drive
SSHD Solid-State Hybrid Drive
Stripe The sum of all strips in a horizontal axis across physical hard drives
P within a RAID volume
Ul User Interface
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A
Accelerated disk or volume
A disk or RAID volume that has its non-volatile cache enabled in either maximized
or enhanced mode.
Access master or recovery disk files:
Action to view the files located on the master or recovery disk of a recovery volume
using Windows* Explorer*. Selecting this option sets the volume in read-only and
volume updates are not allowed. This action is only available when the recovery
volume is in on request update mode or running off the recovery disk.
Activate port LED:
Action to locate the port connected to a disk present on the system by activating
the Light Emitting Diode (LED) light.
AHCI:
An interface specification that allows software to communicate with SATA devices
such as host bus adapters, and enables advanced SATA features such as Native
Command Queuing, native hot plugging, and power management. Advanced Host
Controller Interface (AHCI).
Array:
An abstraction layer or collection of two or more disks used to manage RAID
volumes existing on a same collection of disks. RAID arrays are not visible to the
operating system.
At risk:
Status indicative that a disk or device has experienced a SMART event, and that an
impending error condition was detected and the disk or device is now at risk of
failure.
ATAPI device:
A mass storage device with a parallel interface such as CD-ROM, CD-RW, DVD-
ROM, Blu-ray Disc, and tape drives. Advanced Technology Attachment Packet
Interface (ATAPI).

B
Blocks with media errors:
Number of inconsistencies found during the data verification of a RAID volume. This
feature only applies to the verification process or the verification and repair process.
Bus Protocol Group:
A bus protocol group represents a set of bus protocols with similar performance
characteristic. Bus Protocol Groups are listed here in ascending order of speed:1
1- SATA
2- PCle*

C
Cache
A resource allocation on a storage component used for temporary data operations.
Cache can be allocated in components such as RAM or non-volatile memory.
Cache device
The selected solid state disk used for cache storage in an SRT configuration.
Cache volume
The portion of the cache device (a solid state disk) that holds the non-volatile cache
data in an SRT configuration. That portion is configured into a single-disk RAID-0
volume.
Change volume type:
Action to change the volume from one RAID configuration to another, and move
data from one RAID volume to another. A RAID 1 volume can also be converted to
a recovery volume, and vice versa.
Continuous update mode:
Update mode assigned to a recovery volume, where data on the master disk is
copied to the recovery disk automatically, as long as both disks are connected to
the system.

D

Data stripe size:
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Size of a grouping of data on a single physical disk within a RAID volume. Reported
in kilobytes (KB).

Data volume

The portion of extra space on the cache device (a solid state disk) that can be used
for data storage. That portion is configured into a single-disk RAID-0 volume.
Degraded:

Volume status indicative that one member has failed or is missing. This status only
applies to recovery, RAID 1, RAID 5, and RAID 10 volumes.

Disassociating a cache

The action of removing the association between the non-volatile cache and the
accelerated disk or volume.

Disk data cache:

A cache memory within a hard drive that temporarily stores frequently used data
sectors for faster access. As a result, overall hard drive performance is improved.
Disk:

A hard or floppy disk. Also known as hard drive or hard disk drive.

E-mail notification:

Alert mechanism that allows the user to receive storage system information,
warning, and error notifications by e-mail via SMTP. By default, this feature is
disabled and requires configuration settings such as the SMTP host and e-mail
addresses to be set up.

Enhanced Mode

An acceleration mode that uses write-through, non-volatile cache to improve
performance. The mode also is known as “separation safe” because all host-write
requests are written to the accelerated disk or volume and possibly to the non-
volatile cache.

Failed:

Volume and disk status indicative that one or more array members are missing or
have failed.

Firmware:

Permanent instructions and data programmed directly into the read-only memory
(ROM) for controlling the operation of the computer. Firmware usually requires
updates to fix defects or add features to the hardware.

Hide master or recovery disk files:

Action to close the display of files located on a master or recovery disk in a recovery
volume after viewing them in Windows* Explorer*. This option is only available
when ‘Access recovery disk files’ or ‘Access master disk files” was previously
selected. Once disk files are hidden, volume updates can resume.

Hot plug:

Action to remove or insert a SATA disk when the system is powered on.

Increase volume size:

Action to expand the data storage capacity of a volume by utilizing the available
array space on a RAID 0, RAID 1, RAID 5, or RAID 10 volume.

Initialize:

Process of synchronizing all redundant data on a volume prior to creating a volume,
verifying and repairing data, or changing volume type. Initialization is still required
for non-redundant volumes such as RAID 0 to ensure that data is readable before
starting the verification process.

Intel® Rapid Recover Technology:

Official name for Intel®’s technology that allows the user to copy data from a
master disk (source) to a recovery disk (destination) either continuously or on
request.

Intel® Rapid Storage Technology:

Official name for Intel®'s Windows-based software to provide support for high-
performance, fault-tolerant, and capacity SATA RAID arrays on select supported
chipsets. Intel® Rapid Storage Technology also provides support for Intel® Rapid
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Recover Technology, AHCI Native Command Queuing, and matrix RAID for two
RAID volumes on a single array.

Locked:
Volume and disk status indicative that the data is protected with a password and
cannot be accessed until disks are unlocked.

Mark as spare:
Action to designate an available and compatible SATA disk as the default
destination for automatic rebuilds in the event that an array member fails or is
missing.
Master disk:
The disk that is the designated source drive in a recovery volume.
Maximized Mode
An acceleration mode that uses write-back, non-volatile cache to improve
performance better than the enhanced Mode. This mode is optimized for
input/output performance and power savings.
Memory Group
A memory group represents a set of backend storage media types with similar
performance characteristics. Memory Groups are listed here in ascending order of
speed:

1- Spindle Device (HDD)

2- NAND Spindle Hybrid Device (SSHD)

3- PCH SATA NAND Device (SSD)

4- PCIe* NAND Device (SSD)
Migrating:
Volume status indicative that data is being moved/transferred across selected
storage devices due to a change request in the storage system configuration, such
as changing volume type, creating a volume preserving existing data, increasing
the volume capacity, or changing data stripe size.

Native Command Queuing:

Command protocol in SATA that allows multiple commands to be outstanding within
a disk at the same time. The commands are dynamically reordered to increase disk
performance.

Normal:

Volume, disk, and device status indicative that they are in a healthy state,
functioning as expected, disks are properly connected, and data is fully accessible.

Offline:

Disk status indicative that an array disk is locked (the volume status displays as
locked), that the recovery volume is in on request update mode, or that your
computer is running on battery and data updates to the recovery volume are not
available.

On request update mode:

Update mode assigned to a recovery volume, where data on the master disk is
copied to the recovery disk when the user requests it. Only changes since the last
update process are saved to the recovery disk.

Option ROM:

Firmware that is called by the system BIOS in order to communicate and provide
support for a hardware device. For this product, the option ROM provides boot
support for RAID volumes as well as a user interface for configuring and managing
RAID volumes. Also known as OROM.

PCle* Storage Device:
A storage device that connects to the PCIe* bus. PCle* devices can contain either

AHCI or NVMe* communication controller.

Port:
An internal or external data connection of a computer (e.g., SATA controller) to
which a peripheral device (e.g., SATA disk) can be attached.
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RAID O:

A RAID type or configuration where data is striped across multiple physical disks.
Data is split into manageable blocks called strips across array members. Striping
does not create data redundancy but improves read/write performance.

RAID 1:

A RAID type or configuration where data is mirrored across a second physical disk
in the array. Mirroring is a key feature that ensures real-time data redundancy and
increased fault tolerance. There is no striping.

RAID 10:

A RAID type or configuration that uses four disks to create a combination of RAID
type 0 and 1. The data is striped across a two-disk array forming a RAID 0
component. Each of the disks in the RAID 0 array is mirrored by a disk in the RAID
1 array.

RAID 5:

A RAID type or configuration where data and parity are striped into manageable
blocks called strips across three or more physical disks. This type is a preferred
configuration as it combines efficiency, fault-tolerance, and data performance.
RAID:

Redundant Array of Independent/Inexpensive Disks is a technology used for
computer data storage schemes that divide and/or replicate data among multiple
disks. RAID can be designed to provide increased data reliability or increased 1/0
(input/output) performance, or both. A number of standard schemes have evolved
which are referred to as levels or types. Intel® Rapid Storage Technology software
supports RAID 0, RAID 1, RAID 5, and RAID 10 configurations (refer to each RAID
type definition for more information).

Read-only:

Recovery volume status indicative that the recovery or master disk files are
accessed, allowing files on the disk to be read or copied, but not changed or saved.
Rebuild:

The process of restoring a recovery, RAID 1, RAID 5, and RAID 10 volume in the
event that a volume disk has failed or is missing. If a spare disk is present and
compatible, the application will automatically use it as a replacement for the failed
disk. An automatic rebuild process will also occur if a RAID 1 member is removed
and then reconnected, in order to re-establish the mirroring. This process does not
apply to RAID 0 volumes.

Recover data:

The action of retrieving data in the event that a recovery volume has failed due to a
missing or failed master disk. Data from the recovery disk is copied to a new or
healthy master disk, restoring data redundancy. Selecting this option will overwrite
all master disk data with data on the recovery disk.

Recovery disk:

The disk that is the designated destination drive in a recovery volume.

Recovery volume:

A two-disk redundant volume that includes a master disk (source) and a recovery
disk (destination) and uses Intel® Rapid Recover Technology. This configuration
provides flexibility of volume data updates and maximum data redundancy.
Remapped:

Remapping hardware in the chipset allows a PCle* STORAGE DEVICE to appear to
the OS as if it were an extra port on the Chipset's internal AHCI controller rather
than a separate controller on the PCle* bus

Repair:

The process of fixing verification errors and blocks with media errors found during
the verification process. This feature is only available for volumes with a normal or
at risk status. A RAID 0 cannot be repaired due to its non-redundant configuration.
Reset disk to normal:

Action to return a failed or at risk disk to a normal state. We recommend that you
contact the manufacturer for more information to prevent potential data loss.
Reset to available:

Action to return a disk previously marked as a spare to an available state.

Reset volume to normal:
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Action to return a failed volume where both array disks are present and normal to a
normal state. This feature allows you to access and attempt a recovery of healthy
volume data.

SATA disk:

A disk with an interface that transmits data using a serial protocol in order to
communicate with the SATA controller.

SATA transfer rate:

Rate at which the SATA controller and SATA disk communicate with each other.
Transfer rates are important when large contiguous blocks of data are being used,
such as video and image files. Reported in gigabits/seconds (Gb/s).

SATA:

A successor to ATA and PATA, SATA is a computer bus technology primarily
designed for transfer of data between storage devices such as hard drives or optical
devices, and a computer. Benefits of this technology are: usage of high-speed serial
cables, air cooling to work more efficiently, faster transfers, the ability to remove
devices while operating (hot plugging), enables more reliable operation with tighter
data integrity checks. Also known as Serial Advanced Technology Attachment or
Serial ATA.

Single-disk RAID 0

A RAID-0 volume that has one (1) disk as its array disk. This is the volume type
used to create the non-volatile cache region on a solid state disk being used for
caching. This volume type creates an OS-visible volume that enables access to
extra space on the solid state disk that is not being used for caching.

Size:

Reports the total capacity of a physical device such as a SATA disk, a volume, or an
array.

Storage system:

One or more physical disks or devices that act as a unit for data storage.

System disk:

A disk that contains system files required to start and run the operating system. By
default, the Windows* operating system files are in the WINDOWS* folder, and the
supporting files are in the WINDOWS\System32 folder.

System volume:

A volume that refers to the disk(s) volume that contains the hardware-specific files
that are needed to start Windows, such as Ntldr, Boot.ini, and Ntdetect.com, as well
as the Windows* operating system files and supporting files. The system volume
can be the same volume as the boot volume.

Unknown:

Disk status indicative that its usage could not be determined, due to a possible
incompatibility between this software version and the disk configuration, or a virus.
Also a volume status indicative that the volume is in an unexpected state due to a
configuration error. Data on the volume can no longer be accessed.

Update mode:

Type of update assigned to a recovery volume. The update mode can be set to
continuous, where master disk changes are automatically saved to the recovery
disk, or set to on request, where updates of the recovery disk can be requested
immediately.

Verify:

Action of scanning data to detect any types of data damage, disk read errors, and
volume data inconsistencies. As an option, errors found can be corrected on
redundant RAID volumes. This feature is only available for volumes with a normal
or at risk status.

Volume size:

Amount of data that can be stored on a volume; reported in bytes (B) or %.
Volume type:

Configuration of a volume which determines how data is stored and managed to
improve read/write performance, increase fault tolerance and/or storage capacity.
Volume write-back cache:
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A cache memory used to enhance the read/write performance of a RAID volume by
grouping multiple I/0 requests into fewer requests and by writing from the cache to
the volume at defined intervals.

Volume:

A fixed amount of space across a RAID array that is structured to emulate a single
physical hard drive and appears as such to the operating system. Volumes have
drive letters assigned to them and some volumes can span multiple hard disks.

Windows* Disk Management:

Microsoft* Windows* system utility for managing the disks and partitions or
volumes that they contain. Disk Management allows the initialization of new disks,
volume creation, and formatting. Most disk-related tasks can be performed using
this system utility without shutting down or restarting the computer; most
configuration changes take effect immediately.

Write-back cache allocation:

Size of the dynamic random access memory (DRAM) that is allocated for write-back
caching on all volumes present on the system. The cache size is set to 16
megabytes (MB) by default.
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13.1

This chapter explains how to resolve the most common problems that may occur while
using the application. If you have any questions regarding installing, using or
maintaining this product, you can also visit Intel®'s online support site which provides
you with self-help resources and electronic problem submission.

Failed Volumes

RAID 0

A RAID 0 volume is reported as failed when one of its members is disconnected or has failed. In
both cases, the volume and its data are no longer accessible.

Cause

Solution

Missing array disk

Follow this procedure to recover data:

1.
2.

Power off your computer and reconnect the missing disk.

Turn on your computer. During the system startup, the volume
status will display as 'Normal' in the Intel® Rapid Storage
Technology option ROM user interface.

Once the operating system is running, open Intel® Rapid
Storage Technology from the Start menu or click the Intel®
Rapid Storage Technology notification area icon.

Under 'Status’, verify that the volume and disks status display
as 'Normal'. You can also review this information under
'Manage'.

Failed array disk

In most cases, the volume cannot be recovered and any data on the
volume is lost. However, before deleting the volume, you can try
resetting the disks to normal, and then attempt a data recovery. If the
read/write data access consistently fails, the disk will likely return to a
failed state immediately. Refer to Troubleshooting Disk Events for
instructions on resetting a disk to normal.

This procedure deletes the failed volume:

1.

Power off your computer and replace the failed SATA disk with a
new one that is of equal or greater capacity.

Turn on your computer. During the system startup, the volume
status will display as 'Failed' in the Intel® Rapid Storage
Technology option ROM user interface.

Press Ctrl-I to access the main menu of the option ROM user
interface.

Select Delete RAID Volume from the main menu.

From the Delete Volume menu, select the failed RAID volume,
using the up and down arrow keys.
Press the 'Delete’ key to delete the volume, then 'Y' to confirm.

Create a new RAID 0 volume using the new disk. If the failed
disk was part of the system volume, you will also need to
reinstall the operating system.
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RAID 5

A RAID 5 volume is reported as failed when two or more of its members have failed.

Cause

Solution

Two or more array
disks failed

In most cases, the volume cannot be recovered and any data on the
volume is lost. However, before deleting the volume, you can try
resetting the disks to normal, and then attempt a data recovery. If the
read/write data access consistently fails, the disk will likely return to a
failed state immediately. Refer to Troubleshooting Disk Events for
instructions on resetting a disk to normal.

This procedure deletes the failed volume:

1.

Power off your computer and replace the failed SATA disks
with new ones that are of equal or greater capacity.

Turn on your computer. During the system startup, the
volume status will display as 'Failed' in the Intel® Rapid
Storage Technology option ROM user interface.

Press Ctrl-I to access the main menu of the option ROM user
interface.

Select Delete RAID Volume from the main menu.

From the Delete Volume menu, select the failed RAID volume,
using the up and down arrow keys.

Press the 'Delete’ key to delete the volume, then 'Y' to
confirm.

Create a new RAID 5 volume using the new disks. If the failed
disk was part of the system volume, you will also need to
reinstall the operating system.
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RAID 10

A RAID 10 volume is reported as failed when two adjacent members are disconnected or have
failed, or when three or four of its members are disconnected or have failed.

Cause

Solution

Two adjacent array
disks missing

1.

2.

Power off your computer and reconnect the missing disks.
The rebuild operation will start automatically. You can follow

the progress by hovering over the notification area icon or by
reviewing the volume status under 'Status' or 'Manage'.

Three or four array
disks missing

In most cases, the volume cannot be recovered and any data on the
volume is lost. This procedure deletes the failed volume:

1.
2.

Power off your computer and reconnect the missing disks.

Turn on your computer. During the system startup, the
volume status will display as 'Failed' in the Intel® Rapid
Storage Technology option ROM user interface.

Press Ctrl-I to access the main menu of the option ROM user
interface.

Select Delete RAID Volume from the main menu.

From the Delete Volume menu, select the failed RAID volume,
using the up and down arrow keys.

Press the 'Delete’ key to delete the volume, then 'Y' to
confirm.

Create a new RAID 10 volume using the new disks.

You will then need to reinstall the operating system on the
new volume.

Two or more array
disks failed

In most cases, the volume cannot be recovered and any data on the
volume is lost. However, before deleting the volume, you can try
resetting the disks to normal, and then attempt a data recovery. If the
read/write data access consistently fails, the disk will likely return to a
failed state immediately. Refer to Troubleshooting Disk Events for
instructions on resetting a disk to normal.

This procedure deletes the failed volume:

1.

Power off your computer and replace the failed SATA disks
with new ones that are of equal or greater capacity.

Turn on your computer. During the system startup, the
volume status will display as 'Failed' in the Intel® Rapid
Storage Technology option ROM user interface.

Press Ctrl-I to access the main menu of the option ROM user
interface.

Select Delete RAID Volume from the main menu.

From the Delete Volume menu, select the failed RAID volume,
using the up and down arrow keys.

Press the 'Delete’ key to delete the volume, then 'Y' to
confirm.

Create a new RAID 10 volume using the new disks.

You will then need to reinstall the operating system on the
new volume.
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Degraded Volumes

Recovery Volume

A recovery volume is reported as degraded when the recovery disk has failed or when the
master disk is disconnected or has failed. Data mirroring and redundancy are lost because the
system can only use the functional member.

Cause

Solution

Recovery disk failed

We recommend that you rebuild the degraded volume to a new disk to
return the volume and overall storage system status to normal.
However, you can try resetting the disk to normal, but if the
read/write data access consistently fails, the disk will likely return to a
failed state immediately. Refer to Troubleshooting Disk Events for
instructions on resetting a disk to normal.

If a SATA disk is compatible, available and normal, follow this
procedure to rebuild the volume:

1. Under 'Status', click 'Rebuild to another disk'.

2. Select the disk you want to use to rebuild the volume, and
then click 'Rebuild'.

3. The rebuild operation starts immediately. You can follow the
progress by hovering over the notification area icon or by
reviewing the volume status under 'Status' or 'Manage'.

4. Once the operation successfully completed, the recovery disk
and volume status will display as 'Normal'.

5. Once completed, the volume returns to the last update mode
to which it was set before the issue was reported.

NOTE: If there is no available disk present, you will need to power off
your computer and connect a new SATA disk that is equal or
greater capacity than the failed disk. Once your computer is back
up and running you can follow the rebuild procedure described
above.

Master disk missing

If you can reconnect the missing master disk, follow this procedure to
recover data:

1. Power off your computer and reconnect the missing disk.

2. Turn on your computer and the system will automatically boot
from the recovery disk.

3. Under 'Status', in the Manage subsection, click 'Recover data’
or click the recovery volume in the storage system view, and
then click 'Recover data'.

Click '"Yes' to confirm.

5. The recovery operation starts immediately and cannot be
canceled. You can follow the progress by hovering over the
notification area icon or by reviewing the volume status under
'Status' or 'Manage'.

6. Once completed, the volume returns to the last update mode
to which it was set before the issue was reported.

If you cannot reconnect the missing disk and a SATA disk is available
and normal, follow this procedure to rebuild the volume:

1. Under 'Status', click 'Rebuild to another disk'.

2. Select the disk you want to use to rebuild the volume, and
then click 'Rebuild'.
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3. The rebuild operation starts immediately. You can follow the
progress by hovering over the notification area icon or by
reviewing the volume status under 'Status' or 'Manage'.

4. Once the operation successfully completed, the master disk
and volume status will display as 'Normal'.

5. Once completed, the volume returns to the last update mode
to which it was set before the issue was reported.

If you cannot reconnect the missing disk or rebuild to an available
disk, you will need to power off the computer and connect a new SATA
disk. Once rebuilt, the recovery volume will be limited to its original
size even if the new disk is larger than the original master disk. Once
your computer is back up and running you can follow the rebuild
procedure described above.

Master disk failed

We recommend that you rebuild the degraded volume to a new disk to
return the volume and overall storage system status to normal.
However, you can try resetting the disk to normal, but if the
read/write data access consistently fails, the disk will likely return to a
failed state immediately.

1. To reset the failed master disk and the volume to normal,
follow this procedure:

2. Under 'Status’, click 'Reset disk to normal'. Note that the
volume is now running off the recovery disk, and that the
master disk is reported as offline.

3. Under 'Status', in the Manage subsection, click 'Recover data’
or click the recovery volume in the storage system view, and
then click 'Recover data'.

! Warning

Starting this action will override existing data on the master disk and
update it with the data on the recovery disk. Backup all valuable data
before continuing.

Click 'Yes' to confirm.

The recovery operation starts immediately and cannot be canceled.
You can follow the progress by hovering over the notification area icon
or by reviewing the volume status under 'Status' or 'Manage'.

Once the operation successfully completed, the master disk and
volume status will display as 'Normal'.

If a SATA disk is compatible, available and normal, follow this
procedure to rebuild the volume:

Under 'Status', click 'Rebuild to another disk'.

Select the disk you want to use to rebuild the volume, and then click
'Rebuild'.

The rebuild operation starts immediately. You can follow the progress
by hovering over the notification area icon or by reviewing the volume
status under 'Status' or 'Manage'.

Once the operation successfully completed, the master disk and
volume status will display as 'Normal'.

Once completed, the volume returns to the last update mode to which
it was set before the issue was reported.

Note

User Guide




Troubleshooting i n te l 0

User Guide

If there is no available disk present, you will need to power off your
computer and connect a new SATA disk. Once rebuilt, the recovery
volume will be limited to its original size even if the new disk is larger
than the original master disk. Once your computer is back up and
running you can follow the rebuild procedure described above.

RAID 1

A RAID 1 volume is reported as degraded when one of its members is disconnected or has
failed. Data mirroring and redundancy are lost because the system can only use the functional
member.

RAID 5

A RAID 5 volume is reported as degraded when one of its members is disconnected or has
failed. When two or more array disks are disconnected or have failed, the volume is reported
as failed.

RAID 10

A RAID 10 volume is reported as degraded when one of its members is disconnected or has
failed, or when two non-adjacent members are disconnected or have fails. When two or more
array disks are disconnected or have failed, the volume is reported as failed.

Cause Solution
Missing array disk If you can reconnect the missing disk, follow this procedure to rebuild
the volume:

1. Power off your computer and reconnect the missing disk.

2. Turn on your computer and the rebuild operation will start
automatically.

If you cannot reconnect the missing disk and a SATA disk is available
and normal, follow this procedure to rebuild the volume:

If a SATA disk is compatible, available and normal, follow this
procedure to rebuild the volume:

Select the disk you want to use to rebuild the volume, and then click
'Rebuild'.

The rebuild operation starts immediately. You can follow the progress
by hovering over the notification area icon or by reviewing the volume
status under 'Status' or 'Manage'.

Once the operation successfully completed, the array disk and volume
status will display as 'Normal'.

Note:

If there is no available disk present, you will need to power off your
computer and connect a new SATA disk that is equal or greater
capacity than the failed disk. Once your computer is back up and
running you can follow the rebuild procedure described above.

Failed array disk We recommend that you rebuild the degraded volume to a new disk to
return the volume and overall storage system status to normal.
However, you can try resetting the disk to normal, which will prompt
the volume to start rebuilding automatically. But if the read/write data
access consistently fails, the disk will likely return to a failed state
immediately and you will need to rebuild the volume to another disk.

If a SATA disk is compatible, available and normal, follow this
procedure to rebuild the volume:

1. Under 'Status', click 'Rebuild to another disk'.
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Note:

If there is no available disk present, you will need to power off your
computer and connect a new SATA disk that is equal or greater
capacity than the failed disk. Once your computer is back up and
running you can follow the rebuild procedure described above.

Select the disk you want to use to rebuild the volume, and
then click 'Rebuild'.

The rebuild operation starts immediately. You can follow the
progress by hovering over the notification area icon or by
reviewing the volume status under 'Status' or 'Manage'.

Once the operation successfully completed, the array disk and
volume status will display as 'Normal'.

User switching SATA
Controller Mode
from RST/RAID ->
AHCI -> RST/RAID

Other Volume States

Locked

Cause

Solution

At least one (but
not all) disk
included in the
volume is locked
with a password.

In this state, the overall storage system health is still reported as
normal, but we recommend that you unlock the disks to make the
volume data fully accessible. Follow this procedure to unlock a disk:

1.

NOTE:

no longer displayed

Under ‘Status’ or ‘Manage’, in the storage system view, click
the disk you want to unlock. The disk properties are now
displayed on the left.

Click *Unlock’.

Enter the password, and then click 'Unlock’.

Repeat this procedure for all locked disks included in the
volume in order to unlock the volume.

If all the disks included in a volume are locked, the volume is
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Incompatible

Cause

Solution

Indicates that the
volume was moved
to another system
that does not
support the volume
type and
configuration.

In this situation, volume data is accessible to the operating system
and can be backed up, but the volume cannot operate because your
system does not support its RAID configuration.

Here are your options:

1. Reconnect the volume to the computer where the volume was
originally created, and continue using it.
2. Delete the volume, and then create a new volume with a
RAID configuration that is supported by the current system.
Follow the procedure described above to delete the volume.
! Warning
When a volume is deleted, all existing data on the member disks of

the selected volume is permanently erased. It’s recommended that
you backup all valuable data prior to beginning this action.

Unknown

Cause

Solution

The volume is in an
unexpected state
due to a
configuration error.

The application is unable to detect the exact nature of the problem.
Try restarting your computer. If the error persists, back up all
valuable data and delete the volume using the option ROM user
interface. Refer to the user’s manual accessible from the Online
Support area for details on using the option ROM.

Power-Saving Mode

(Recovery Volumes only)

Cause

Solution

Your computer is
running on battery
and the volume is in
continuous update
mode. Data updates
to the recovery disk
or a data recovery
operation are not
occurring.

Data mirroring and redundancy are lost, and your data is at risk in the
event of a disk failure. Reconnect your computer to the power supply,
and the operation that was in progress prior to running on battery will
resume automatically.

NOTE: If a data recovery was in progress, the overall storage
subsystem health is reported as degraded because the
operation could not be completed.
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Data Update Needed (Recovery Volumes only)

Cause

Solution

The data on the
recovery disk is not
synchronized with
the data on the
master disk.

Data mirroring and redundancy are lost, and your data is at risk in the
event of a disk failure. Follow this procedure to update data on the
recovery disk:

1. Under 'Status' or 'Manage’, in the storage system view, click
the recovery volume. The volume properties are now
displayed on the left.

Click ‘Update data’.

3. Select the check box if you do not want this confirmation
message to display each time you request an update. Click
‘Yes’ to confirm.

4. The update process can be instantaneous or may take a while
depending on the amount of data being copied. You can
follow the progress by hovering over the notification area
icon or by reviewing the volume status under 'Status' or
'Manage'.

Running Off Recovery Disk (Recovery Volumes only)

Cause

Solution

Your computer was
booted from the
recovery disk using
the option ROM,
and the volume is
operating from that
disk. With this
reverse
configuration, the
recovery disk is the
designated source
drive and data
updates to the
master disk are not
available.

Data mirroring and redundancy are lost, and your data is at risk in the
event of a disk failure. A data recovery from the recovery disk to the
master disk is required to maintain full redundancy.
! Warning

Completing this action will overwrite all master disk data with the data
on the recovery disk. Backup all valuable data prior to starting this
action.

1. Under 'Status' or 'Manage’, in the storage system view, click

the recovery volume. The volume properties are now
displayed on the left.

Click 'Recover data', then 'OK' to confirm.

3. Once complete, we recommend that you restart your
computer from the master disk using the option ROM user
interface to return to a normal state.
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Recovery Disk Read-Only (Recovery Volumes Only)

Cause

Solution

The recovery disk
files have been
accessed and
display in Windows*
Explorer*.

In this state, any data written to the master disk is not copied to the
recovery disk because it is read-only. Data mirroring and redundancy
may be lost and we recommend that you hide the recovery files to
resume data updates. Follow this procedure to hide recovery disk files
from Manage Disk or from Manage Volume:

1. Under 'Status' or 'Manage', in the storage system view, click
the recovery volume or the recovery disk. The element
properties are now displayed on the left.

2. Click 'Hide Files' from Manage Disk or 'Hide recovery disk
files' from Manage Volume.

3. The Windows* Explorer window closes.

You can resume data updates by clicking ‘Update data’ under
Manage Volume. To copy the latest changes to the recovery
disk automatically, change the update mode to continuous
from the same area.

Master Disk Read-Only (Recovery Volumes Only)

Cause

Solution

Your computer was
booted from the
recovery disk using
the option ROM,
and the volume is
operating from that
disk. The master
disk files have been
accessed and are
displayed in
Windows*
Explorer*.

Data mirroring and redundancy are lost, and your data is at risk in the
event of a disk failure. We recommend that you hide the master disk
files when finished with your review, and proceed with a data recovery
to the master disk in order to maintain full redundancy. Follow this
procedure to hide master disk files from Manage Disk:

1. Under 'Status' or 'Manage', in the storage system view, click
the recovery volume or the master disk. The element
properties are now displayed on the left.

2. Click 'Hide Files' from Manage Disk or 'Hide master disk files'
from Manage Volume.
The Windows* Explorer window closes and the volume is displayed as
running off recovery disk.
Refer to the 'Running off recovery disk' procedure above to recover
data to the master disk.
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Missing volume

Cause

Solution

A driver upgrade or
downgrade was
performed while a
data migration was
in progress.

The driver cannot recognize the volume or read its data if a driver

upgrade or downgrade was performed during a volume migration.

Volume migrations occur after one of the following operations was

initiated:

e Creation of a system volume or data volume while preserving data.

¢ Volume type change combined with disk addition to the new RAID
configuration.

¢ VVolume size increase.

¢ Disk addition to an existing array.

Troubleshooting a data volume:

If the data migration involved a data volume, you will need to reverse

the driver upgrade or downgrade operation and return to the original
driver version. This will restore driver and volume compatibility.

Once the operation has completed, restart your computer.

Open the application and make sure that the volume displays again in
the storage system view. Data migration operation should resume
immediately.

Troubleshooting a system disk:

If the data migration involved a system disk or volume, it is highly
likely that you will not be able to start your system because the driver
cannot read the system files. The following options may allow you to
load the operating system again:

Restore a known good configuration.

Boot from a flash drive that supports NTFS partitioning and includes
the storage driver files.

Bring the corrupt disk to another system, and then replace the storage
driver files from a compatible driver version. Return the disk to the
original system and try booting.

Troubleshooting a system volume:

If the data migration involved a system disk or volume, it is highly
likely that you will not be able to start your system because the driver
cannot read the system files. The following options may allow you to
load the operating system again:

Restore a known good configuration.

Bring all corrupted array disks to another system, and then replace
the storage driver files from a compatible driver version. Return the
disks to the original system and try booting.
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State Cause Solution
An internal or external | In this state, the overall storage system health is
disk is protected and reported as normal, but to make the data fully
locked with a accessible, you will need to follow this procedure
=& - password. to unlock the disk:
o

1. Under ‘Status’ or ‘Manage’, in the storage
system view, click the disk you want to
unlock. The disk properties are now
displayed on the left.

2. Click ‘Unlock’.

3. Enter the password, and then click
'Unlock’.

At risk

— —
.

An impending error
condition was
detected on an
internal or external
disk and is now at risk
of failure.

The application is detecting early warning signs of
failure with a SATA disk that result from a slow
degradation over time. When a disk is reported at
risk, you can reset that disk to normal, but we
recommend that you contact the manufacturer for
more information to prevent potential data loss.
Follow this procedure to reset the disk to normal:

1. Under ‘Status’, in the Manage subsection,
locate the disk reported as at risk. You
can also perform this action from Manage
Disk, which is accessible by clicking the
disk in the storage system view.

2. Click 'Reset disk to normal'. The page
refreshes instantly, returning to a normal
state.

NOTE: Completing this action clears the event on
the disk and does not delete existing data.
However, ignoring early warning signs of disk
failure may result in data loss.

NOTE: If the disk reported at risk is included in a
RAID volume and a compatible spare disk is
available, the rebuild process will start
automatically. Once complete, the disk
reported at risk becomes available and you
can reset it to normal to return to a healthy
state.
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State Cause Solution
An unexpected error In this state, it is likely that some or all of the disk
was detected on a data is inaccessible. After backing up any
disk that has RAID accessible data, you will need to clear the
configuration data metadata and reset the disk to return to a normal
(metadata) on it. state.
Warning: Completing this action will permanently
delete existing metadata. Back up any accessible
data before continuing.

1. Under ‘Status’, in the Manage subsection,
locate the disk reported as at risk. You
can also perform this action from Manage
Disk, which is accessible by clicking the
disk in the storage system view.

2. Click 'Clear and reset disk', and then click
'Yes' to confirm.

3. Once complete, the page refreshes with
the disk returning to a normal state.

An array disk is not Ensure that the disk is securely connected to the
present or physically SATA port and that the SATA cable is functioning
o connected to the properly. If the disk is lost or cannot be
Missing computer. reconnected, you will need to connect a new SATA

disk, and then rebuild the volume to that new
disk. Refer to Degraded or Failed Volumes in this
section for instructions on how to rebuild a
volume.

The recovery or
master disk files have
been accessed and
display in Windows*
Explorer*.

Hide the recovery or master disk files to return the
disk status to offline and resume data updates in
on request mode.

1. Under 'Status' or 'Manage’, in the storage
system view, click the recovery volume
or the recovery disk. The element
properties are now displayed on the left.

2. Click 'Hide Files' from Manage Disk or
'Hide recovery disk files' from Manage
Volume.

3. The Windows* Explorer window closes.
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State

Cause

Solution

Failed

o
S

An internal or external
disk has failed to
properly complete
read and write
operations in a timely
manner, and it has
exceeded its
recoverable error
threshold.

Back up your data and we recommend that you
replace the disk as soon as possible. If the failed
disk is an array disk, the volume will be reported
as degraded or failed depending on its
configuration. Refer to Degraded or Failed
Volumes in this section for instructions on
resolving the problem.

In a failed state, disk data may be lost, but you
can try resetting the disk to normal, and then
attempt a data recovery. Follow this procedure to
reset the failed disk to normal:

1. Under ‘Status’, in the Manage subsection,
locate the disk reported as failed. You can
also perform this action from Manage
Disk, which is accessible by clicking the
disk in the storage system view.

2. Click 'Reset disk to normal'. The page
refreshes instantly, returning to a normal
state.

NOTE: If the failed array disk is part of a
redundant volume, the volume will start
rebuilding automatically as soon as the disk is
reset to normal.

Offline
!

!

An internal or external
array disk is locked
and data on that disk
cannot be read.

We recommend that you unlock the disk to make
the volume data fully accessible. If more than one
array disk is locked, unlock all those disks to
unlock the volume.

The recovery volume
is in on request
update mode.

Change the volume update mode to continuous.

1. Under 'Status' or 'Manage’, in the storage
system view, click the recovery volume.
The volume properties are now displayed
on the left.

2. Click ‘Change mode’, and then click 'Yes'
to confirm.

3. The page refreshes and the volume
properties report the new update mode.

Your computer is
running on battery
and data updates to
the recovery disk are
not available as long
as that disk is offline.

Reconnect your computer to the power supply in
order to return the recovery disk to a normal
state.
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Caching Issues

Cache Volume is Missing

Regardless of what the acceleration mode currently is, cache and volume data is most likely
lost. Devices that are part of the acceleration configuration display in the following states:

¢ Solid state disk: Inaccessible

e Cache volume: No longer displays

e Data volume (if applicable): No longer displays

e Accelerated volume (if applicable): No longer displays
e Accelerated disk (if applicable): Offline

e Array disks: Offline

Cause

The solid state disk was removed or the disk is present but cannot be detected.

Solution

The application provides the option to clear the metadata on the array disks or previously
accelerated disk and reset these disks to a normal state.

1. Under Status, in the Manage subsection, click ‘Clear and reset’ next to each array
disk reported as offline. You can also perform this action under ‘Manage’ by clicking
any offline disk reported in the storage system view.

2. Click ‘Yes’ to confirm.

The array disk now displays as an available disk in a normal state and can be used to create a
new volume
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Cache Volume is Failing

Cause

An impending error condition (e.g., SMART events) was detected on the solid state disk that is
used as a cache device. As a result, both the disk and cache volume are at risk of failure.

Solution

Early warning signs of failure with the solid state disk are detected that result from a slow
degradation over time. When a disk used as a cache device is reported at risk, you can reset
that disk to normal or replace the solid state disk after resetting it to available.

Regardless of which option you choose, we recommend that you contact the manufacturer for
more information to prevent potential data loss.

Current acceleration mode: Enhanced
Follow this procedure to reset the disk to normal:

1. Under ‘Status’, in the Manage subsection, locate the disk reported as at risk. You can
also perform this action from Manage Disk, which is accessible by clicking the failing
disk in the storage system view.

Click 'Reset disk to normal'. The page refreshes instantly, returning to a normal state.

3. The cache volume should also return to a normal state and caching activity should
resume.

Completing this action clears the event on the disk and does not delete existing data.
However, ignoring early warning signs of disk failure may result in data loss.

Follow this procedure to replace the failing solid state disk:
1. Click ‘Accelerate’, and then click ‘Disable acceleration’.
In the dialog, click ‘Yes’ to confirm.
The page refreshes and reports the acceleration as disabled.
Click 'Reset to available'.

In the dialog, select the check box to confirm that you understand that data on the
cache and data volumes will be deleted.

u b W N

o

Click 'Yes' to confirm.

7. The page refreshes and the storage system displays the solid state disk usage as
available.

8. Power off your computer and replace the failing solid state disk with a healthy one.
9. Power on your computer. You can enable acceleration again in order to resume
caching activity.
Note:

If the last acceleration mode was maximized, that application will automatically transition
acceleration to enhanced mode in order to avoid data loss. While transitioning, the mode will
display as busy and no acceleration actions will be available until the process is complete.

Current acceleration mode: Maximized
1. If a compatible spare is detected, the volume rebuild operation will start

automatically. Once the process is complete, the cache volume will display in a
normal state and caching activity will resume.

2. If no compatible spare is detected, the acceleration mode will automatically transition
to enhanced in order to avoid data loss. You can then follow the procedures
described above to return the solid state disk and cache volume to normal.
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Cache Volume has Failed

Cause

The solid-state disk that is used as a cache device has failed to properly complete read and
write operations in a timely manner and it has exceeded its recoverable error threshold. In
this state, both cache and data volumes are reported as failed and acceleration is
automatically disabled.

Solution

Back up any recoverable data and replace the solid- state disk as soon as possible. In a failed
state, disk data may be lost, but you can try recovering it by resetting the disk to normal.

1. In the Manage subsection, under ‘Status’, locate the disk reported as failed.
Alternately, perform this action from Manage Disk, accessible by clicking the disk in
the storage system view.

2. Click 'Reset disk to normal'. The page refreshes instantly, returning to a normal state.

3. If the disk operations continue to fail, the disk will return to a failed state immediately
and should be replaced. Follow this procedure:

Click ‘Accelerate’.
5. Click 'Reset to available'.

6. In the dialog, select the check box to confirm that you understand that data on the
cache and data volumes will be deleted.

7. Click 'Yes' to confirm.
The page refreshes and the storage system displays the solid state disk usage as available.

1. Power off your computer and replace the failed solid state disk with an operational
one.
2. Power on your computer. To resume the caching activity, enable acceleration again.
If acceleration was in maximized mode prior to being automatically disabled, the disk or
volume previously associated with the cache will be reported as failed if the data cleaning was
unsuccessful.

If data cleaning was successful, once the mode transition is complete, the accelerated disk or
volume previously associated with the cache will be reported as normal.
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Accelerated disk or volume is missing

Cause

The accelerated disk or volume cannot be detected (e.g., the device was moved to another
system) and is reported as inaccessible. Caching activity is no longer occurring.

Solution

If the disk or volume can be reconnected:
1. Power off your computer and reconnect the missing disk or volume.
2. Restart your computer.
3. Once the operating system is running, open the application.
4

Under 'Status', in the Accelerate subsection, verify the accelerated device is properly
reported as well as the acceleration mode. Caching activity should resume
immediately.

If the disk or volume cannot be reconnected, follow this procedure to disassociate the cache
and the missing device:

1. Click ‘Accelerate’.

2. Click ‘Disassociate’.

3. Click ‘Yes' to confirm.

4. The page refreshes and you can now select another disk or volume to accelerate.

Accelerated Disk or Volume is Reporting an Issue

Cause

e Accelerated disk is reported as being at risk or failed.
e Accelerated volume is reported as degraded or failed.

Solution

Refer to Troubleshooting Disk Events, Failed Volumes, or Degraded Volumes for detailed
procedure on fixing the issue.

If you cannot fix the issue reported on the accelerated disk or volume, follow this procedure to
disassociate the cache and the missing device:

1. Click ‘Accelerate’.
2. Click ‘Disassociate’.
3. Click ‘Yes’ to confirm.
The page refreshes and you can now select another disk or volume to accelerate.
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Message

Cause

Solution

An unknown error
occurred while running
this application. If the
problem persists, restart
your computer or try
reinstalling the
application.

This error may be related to:
Missing components
Corrupted application

Application unable to connect to
the service

Application fails to start.

Restart your computer or try
reinstalling the application.

Intel® Rapid Storage
Technology is trying to
connect to the service.

The application is launched and
is attempting to connect to the
service in order to run.

If the connection succeeds,
the application opens and is
fully functional; if the
connection fails, the error
message described above is
displayed. Try starting the
service manually using
Microsoft* Windows*
Services, or follow the
recommended solution listed
above to resolve the
problem.

The Intel® Rapid Storage
Technology service
cannot be started in safe
mode.

Your computer was started in
safe mode and the operating
system is running with a limited
set of files and drivers. Intel®
Rapid Storage Technology cannot
start or run in safe mode.

Once you are done
troubleshooting application
or driver problems in safe
mode, you will need to exit
safe mode, restart your
computer, and then let the
operating system start
normally.

The Intel® Rapid Storage
Technology service can now
be started and open the
application.

Multiple users cannot run
the application at the
same time.

One or more users are
attempting to open the
application while an instance of
the application is already
running.

Make sure only one instance
of the application is running
at a time.

An error occurred due to
insufficient resources,
and the operation could
not be completed. Try
again later.

The Intel® Rapid Storage
Technology driver does not have
sufficient resources to execute
the request. Another operation
may be in progress and needs to
complete before being able to
handle a new request.

Wait a few moments, then
try performing the action
again.

An unknown error
occurred during the
volume creation process.
Try recreating the
volume.

An unexpected error occurred
during the operation, and the
application cannot identify its
origin. The volume could not be
created.

Verify that your hardware is
properly connected and try
recreating the volume.
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Message

Cause

Solution

An error occurred while
an operation was in

progress. The operation
could not be completed.

An unexpected error occurred
during an operation, such as a
data migration or a rebuild, and
the application cannot identify its
origin.

Restart the operation. If the
error persists, try restarting
your computer and then the
operation.

An error occurred and
the selected disk or
volume could not be
accelerated. Restart your
computer, and then try
the operation again.

The cache memory allocation
was likely increased to use full
solid state disk capacity (up to
64 GB) while enabling
acceleration.

Follow these steps to
accelerate a disk or volume:

e Restart your computer to
complete the process of
allocating the requested
cache size.

e Launch the application.

e Try enabling acceleration
again by clicking 'Enable
acceleration'.

UI Error Handling

Errors can occur while performing different operations. If an error appears, it will also
contain an error code which can used to identify the error. We can lookup online for
handling the UI error codes. The page contains the error codes along with the
meaning of the error and their possible solutions.

We can refer to the Intel® Website support page in the link below:
https://www.intel.com/content/www/us/en/support/articles/000024113/memory-and-

storage/intel-optane-memory.html
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