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Performance Analysis Accessibility: The Current State

 One size fits all solutions

 Hotspots, top, SDM/perf metrics, etc…

 One size fits ONE solutions

 printf, timing APIs, app-specific benchmarks

 What is useful vs. what is easy

 Use an ax or reinvent the scalpel

Segment Specific Methodologies are Rare
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Segment Specific Performance Analysis: HPC Characterization

 HPC applications exhibit common behaviors and performance issues

 Highly parallel, heavy resource demands, “by any means necessary”

 Targeted monitoring and analysis

 Pinpoint the intersection of important, understandable, and actionable 
performance data

 Provide expert analysis and advice

 Metric thresholds, understandable explanations and advice

We know our enemy, how do we defeat it?
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Segment Specific Performance Analysis: HPC Characterization
Three Metrics Classes

Three Metric Classes
 CPU Utilization

 Logical core % usage

 Includes parallelism and 
OpenMP information

 Memory Bound 

 Break down each level of the 
memory hierarchy

 FPU Utilization

 Floating point GFLOPS and 
density

In general HPC Applications care less about power and 
response (mobile/client) or multi-job throughput and peak load 
limiting (server/real time).
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 Setup analysis with the GUI

 Or Easy command line collection
 >amplxe-cl –collect hpc-performance –data-limit=0 –r result_dir ./my_app

Segment Specific Performance Analysis: HPC Characterization
running the tool
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HPC Characterization: CPU Utilization
CPU Utilization
 % of “Effective” logical CPU usage by the 

application under profiling (threshold 90%)

 Under assumption that the app should 
use all available logical cores on a node

 Subtracting spin/overhead time spent in 
MPI and threading runtimes based on 
event IPs

Metrics in CPU utilization section
 Average CPU Utilization– based on 

CPU_CLK_TICK events

 Additional MPI and OpenMP scalability 
metrics impacting effective CPU utilization 

 CPU utilization histogram

When cores sit idle, performance is lost.

https://software.intel.com/en-us/articles/optimization-notice#opt-en


© 2017 Intel Corporation. All rights reserved. Intel and the Intel logo are trademarks of Intel Corporation or its subsidiaries in the U.S. and/or other countries. 
*Other names and brands may be claimed as the property of others. 
For more complete information about compiler optimizations, see our Optimization Notice.

HPC Characterization: Memory Bound
Memory Bound
 % of potential execution pipeline slots lost 

because of fetching memory (threshold 80%)

 Metrics based on PMU counters

Metrics in Memory Bound section
 Cache Bound: Stalls while requests are pending 

that eventually come from cache

 DRAM Bound: Stalls while requests are pending 
that eventually come from DRAM
 Bandwidth bound: lots of pending requests per 

cycle based on offcore counters

 Latency bound: very few pending requests per 
cycle based on offcore counters 

 NUMA: % of remote accesses

Memory is often the bottleneck. Find and relieve the pressure.
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HPC Characterization: FPU Utilization
FPU utilization
 % of FPU load (100% - FPU is fully loaded, 

threshold 50%)

 Calculation based on PMU events 
representing scalar and packed single and 
double precision SIMD instructions

Metrics in FPU utilization section
 FLOPs broken down by scalar and packed

 Instruction Mix

 Top 5 loops/functions by FPU usage

 Detected with static binary analysis 

 Vectorized vs. Non-vectorized, ISA, and 
characterization detected by static analysis 
and Intel Compiler diagnostics

Hardware is becoming more vectorized, so should you!
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• Generated after collection is done or with “-R summary” option of amplxe-cl

• Matches GUI metrics hierarchy

1
0

HPC Characterization: Command line reports
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Performance examples - static scheduling

Apply Dynamic scheduling to avoid imbalance
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Performance examples – Guided Scheduling (chunk 10)
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Performance examples – floating point utilization

Outdated Vectorization Instructions – Update Compiler Settings
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Performance examples – floating point utilization

Improves FLOPS and Time – Small increases are HPC fundamentals
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Additional notes

 The power of the methodology is in collecting all 3 metrics at once 
because they impact each other. For example:

 CPU Utilization is high but it’s all OpenMP overhead

 FPU Utilization may be low – but the real cause is a memory bandwidth 
bottleneck

 Don’t lose the forest for the trees

 Wall-clock time is usually the “real” indicator of performance

 SMT (Hyper-Threading) on/off should always be considered as it makes 
things tricky

 Helps with memory-bound applications more than compute-bound

 Competition for L1 cache
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summary

 Performance analysis and tuning continues to be an expert-level task

 HPC Characterization is attempting to shift this

 Focusing segment-specific metrics simplifies and quickens the process

 CPU Utilization, Memory Bottlenecks, FP Utilization

 This characterization uses a wide array of hardware and software 
capabilities

 PMU Counters, un-core events, instrumented OpenMP, compiler 
diagnostics, static analysis

 The metrics are more than a sum of their parts

 Each metric may affect or shed light on another issue
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Create Faster HPC and Cloud Software  
What’s New in intel® Parallel Studio XE 2018 Beta
Modernize Code for Performance, Portability and Scalability on the Latest Intel® Platforms

 Use fast Intel® AVX-512 instructions on Intel® Xeon® and Xeon Phi™ processors.

 Parallelize and vectorize C++ STL easily using Parallel STL*.

 Intel® Advisor - Roofline finds high impact, but under optimized loops

 Intel® Distribution for Python* - Faster Python* applications

 Stay up-to-date with the latest standards and IDE:

 C++2017 draft parallelizes and vectorizes C++ easily using Parallel STL*

 Full Fortran* 2008, Fortran 2015 draft 

 OpenMP* 5.0 draft, Microsoft Visual Studio* 2017

 Support for Intel® Omni-Path Architecture

Flexibility for Your Needs

 Application Snapshot - Quick answers: Does my hybrid code need optimization?

 Intel® VTune™ Amplifier – Profile private clouds with Docker* and Mesos* containers, Java* daemons

And much more*…

* See Release Notes for the full list with further updates and new features.

Register for Beta at: http://intel.ly/intel-parallel-studio-xe-2018-beta 
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